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EECS 427
Lecture 19: Memory core and 

peripherals 
Reading: 12.1-12.3
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Overview

• SRAM and DRAM basics
• Decoders
• Sense amplifiers
• Our focus is mainly on SRAM
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Irwin/Narayanan
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Read-write Memory Review

• SRAM
– Data is stored as long as power is supplied
– Relatively large cells, 6-transistors, lower density 

(vs. DRAM)
– Fast – use closer to computation
– Compatible with CMOS technology

• DRAM
– Data must be periodically refreshed
– Small cells, 1 transistor, VERY dense
– Slower, use in larger main memories
– Process not compatible with standard CMOS
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1-Transistor DRAM cell review
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Voltage swing is small; typically around 250 mV.
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CMOS 6T SRAM cell review
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Growth in DRAM 
Chip Capacity
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1D Memory Architecture
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3D Memory Architecture

Advantages:Advantages:
1. Shorter wires within blocks1. Shorter wires within blocks
2. Block address activates only 1 block => power savings2. Block address activates only 1 block => power savings
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Peripheral Components of 
Memories

Decoders (both row & column)
Sense Amplifiers

Not discussing:
Input/Output Buffers
Control / Timing Circuitry
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Row Decoders (M to 2M)
Simplest visualization: Collection of 2M complex logic gates
Organized in regular and dense fashion

(N)AND Decoder

NOR Decoder
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Hierarchical Decoders

• • •

• • •
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Decoder design goals

• Only 1 critical transition
– 1 signal must go HIGH, going low again is 

not as crucial
• Can skew the gate sizing
• Can use dynamic logic with precharge
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Dynamic Decoders
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4-input pass-transistor based column
decoder

Advantages: speed (Decode portion doesn’t add to overall memory access time)
Only one extra transistor in signal path

Disadvantage: Large transistor count
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4-to-1 tree based column
decoder

Number of devices drastically reduced
Delay increases quadratically with # of sections; prohibitive for large decoders
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progressive sizing
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Sense Amplifiers
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Differential Sense Amplifier

Directly applicable to
SRAMs
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SRAM sense amp design

sense
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isolate

sense amplifier outputs

ΔV ≈ 0.1Vdd

ΔV = Vdd

Irwin/Narayanan

An equalization pass-
transistor often placed 
b/w BL and BL to 
ensure proper 
initialization before 
evaluation

Sense signal must 
“fire” at appropriate 
time: Too fast = errors, 
too slow = larger 
access time
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Summary

• Memory performance is critical to overall 
system performance
– Memory hierarchy develops based on 

speed and size requirements
• On-chip SRAM very common today

– 6T SRAM cells have became very compact
– Complete memory architecture involves 

arrays + row/column decoders, sense 
amps, output drivers
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