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Abstract

Although computers arbecoming fastetodays high performance computerchitectues

require an efficient compiler in der to exploit the special feats and avoid the specialqi-

lems of that particular arhitectue. On the hadtware side, a faster mioprocessor is usually sup-
ported by faster cache, multiple instruction issuing, and efficient pipelinngsiify these

featues, the compiler must be able to schedule instructions well. Nowadays, most compilers sup-
port basic compiling techniques such agsgith eduction, inlining, etc. Other techniques such

as loop unolling and cyclic scheduling to enhance and fine-grain scheduling to exploit instruc-
tion parallelism may also be used.

Howeverbecause mioprocessors’ speed is ireasing faster than the speed of the memory sys-
tem, thee is a widening gap in speed between these two system components. This paper will dis-
cuss and demonstrate several aspects of why instruction scheduling for some kernel loops should
be treated as a global pblem, rather than in the traditional localegdy way of issuing each
instruction as early as the magprocessor can handle it. In particujanstruction scheduling

should consider the detailed implementation characteristics of the supporting cacugpbrt

this idea, we have developed a performance bound model that includes cache effects for the DEC
Alpha. By applying techniques such as loopollimg and cyclic scheduling, new loop schedules
substantially impove performance most of the time. In tleisgach, seven out of the twelve LFK
kernels running on the Alpha system have beeroweprthough hand-scheduling that was

guided by the performance bound model. Theowgnt codesaach as high as 96% of the perfor-
mance bound. The average clocks per floating-point operation (CPF) is 7.41 for the compiled
LFK and 4.84 CPF tlhough hand-schedulingesulting in a speedup of 1.53 on average.
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1.0 Introduction

Scientific programs are usually dominated by floating-point intensive loops that iterate
over sets of data. Our group has formulated upper bounds on performance for several machine
architectures running application-specific tasks such as the Livermore Fortran Kernel (LFK)
loops [6][8][11][12]. Formulating these performance bounds has focussed on several functional
units which are typical bottlenecks. These units have been the issue unit, the floating-point unit,
the memory unit, and a pseudo-unit for loop-carried dependence.

Caches are high speed memory systems that are transparent to the software and exploit the
locality of memory references. For loop-based application code, there could be a significant
speedup if the working set of a loop code can be kept smaller than the size of the cache. Our
group’s previous studies of the performance bound model did not includdebeatfcache
misses in formulating the performance bound models for two reasons:

1. Cache misses weeconsidegd to be unpdictable events, and
2. The size of the cache was typicallg&enough to contain the emtit FK working set.

But what if the working sets are ¢gar than the size of the cache? One solution is to
improve the memory reference patterns by dividing up the working set and iterating over the
resulting smaller set of data. This approach is known as loop blocking for the cache. However
since it is not always possible to eliminate cache misses, this method does not give an accurate
and fair measurement of the performance on a given machine architecture when running simple
benchmarks that can easily be blocked. Another solution is to formulate the performance bound
equations so as to include théeets of cache misses and allow the benchmarks to run unblocked.
To incorporate cache miss events in a bound, they must be predictable and, in some sense,
unavoidable. Cache misses can sometimes be predicted with a thorough understanding of the
behavior of the cache and through well-structured fine-grained instruction scheduling of the
loops.

This paper will focus on how to make cache misses predictable, and how to formulate the
performance bound so as to include at least the leading-ddgts eff cache misses. Cache
misses are not always predictable for all loops, but will be accounted for when they are. This
paper will also point out which types of loops still cannot achieve the bound and the reasons why
they are unable to do so.

Besides the leading-edgdedtt, i.e. the run time penalty for an isolated cache miss, there
are generally also trailing-edgdesfts. The trailing-edge fefcts are caused by thdezft on one
reference by earlier references whose activity has not been fully completed even though the pro-
cessor is free to issue other requests, e.g. when a cache line which was referenced earlier has not
yet been completely brought into the cache when it is referenced again, causing additional penalty
cycles for this second reference. dchieve the optimum performance bound, trailing-edge
effects must be completely eliminated. As another example, writerbuften used to enhance
the performance of store instructions and later references also contribute to the trailing edge cache
effects. Therefore, performance modeling that includes thésesbf the write bdér would cre-
ate a tighterless optimistic bound. The speed of the secondary cache is also important since how
fast the secondary cache responds to a primary cache miss is closely related to the performance of
the primary cache. This paper will talk about how both the writeebahd the secondary cache
can impede performance and how to take these impedances into consideration in the performance
bound model.




As an example of formulating the performance bound model with fiset®bf the cache
system, the Alpha was chosen because it has a small on-chip cache. As a true 64-bit microproces-
sor, the Alpha architecture was designed to be a high performance system. Its implementation, the
DECchip 21064, running at 200 MHz, has the fastest clock of any single microprocessor ever
built. However with fast single-chip processors like the DECchip, with small on-chip caches, the
secondary cache becomes one of the important factors in evaluating performance. It is believed
that a machine like the Cray T3D will sacrifice significant performance due to its elimination of
the secondary cache. But even with its secondary cache, the memory system of an Alpha worksta-
tion is still unable to keep up with the fast clock speed of the processor

In this studywe will look at the performance of the Alpha (21064 implementation) on the
LFK loops. W show that memory fefcts, including the predictability of the primary cache
misses, the behavior of the write fauf and the speed of the secondary cache, can impede the per-
formance greatlyWe then show how we can schedule the instructions so that thexsts e&n be
reduced to the minimum achievable. Then the performance model, with the inclusion of cache
effects, is applied to analyze the performance of the Alpha on the first twelve LFK loops as com-
piled, and with hand-coded improvements.

2.0 Related Work

This paper exploits and further develops previous work on performance bounds and uses
cyclic scheduling techniques as described below

2.1 Performance Bounds

Definition 1: Bottleneck Unit
A bottleneck unit is any machine unit that is fully utilized.

Our groups$ performance bound model is used to estimate the optimum performance of
the loop-dominated applications on particular systems. The performance bound model that we
employ was first introduced in Mangione-Snstihesis [1], where the formulation of the perfor-
mance bound model was thoroughly explained. After identifying some possible bottleneck units,
the performance bound is simply the maximum of a set of terms where each term is formulated as
the busy time of one possible bottleneck unit. The four commonly used bottleneck units are:

i t;, for the floating-point unit, is the number of clocks required in the floating-point unit to pro-
cess all the essential floating-point operations in a loop iteration, assuming they are indepen-
dent and processed at maximum rate.

® t., for the memory unit, is the number of clocks required in the memory unit to process all the
essential memory operations, such as loads and stores.

i t;, for the instruction issue unit, is the minimum time required for the issue unit to dispatch all

the instructions in one iteration.

o ty, the loop-carried dependence unit, is a pseudo-unit that models the minimum time per itera-
tion to execute a recursion. Recursion exists when a result of one iteration depends on the cor-
responding result of a previous iteration. If no recursion existstghsrzero.

When the iteration time bound is achieved, the unit selected by the maximum function is
kept continuously busy by its essential operations. The other units are presumed to operate fully




concurrently with the bottleneck unit, i.e. they never stall the bottleneck unit. When they do, the
iteration bound is not achieved. The iteration time bound is thus

t, = max(t, t,, t;, ty) (6

Three examples of architectures, the DEC 3100, the IBM RS/6000 and the ZS-1, were
considered in Mangione-Smiththesis. The performance bound models of these three machines
were justified and compared. Subsequent work on the performance bounds is reported in the fol-
lowing.

Shih’s directed study [13] was on the IBM RS/6000. His report singles out the specific
causes of the performance gap between the bound and the delivered performance. The way in
which the compiler had failed to optimize the code were identified, and code improvements to
narrow the gap by removing these causes were individually applied resulting in 1.79 of the origi-
nal performance and achieved performance that reached 93.701% of the bound averaged across
the first 12 LFKs. This work, together with Mangione-Snsitl@sults, are summarized in [12]

Boyd [8] developed the performance bound model into a hierarchical technique. The hier-
archical MACS bound, introduced in this papem be applied to a Machine (M bound), a
machine with a high-level coded Application of interest (MA bound), the Congeleerated
workload (MAC bound), and the actual Schedule of the workload generated by the compiler
(MACS bound). Each bound level considers the named subset of M, A, C, and S and idealizes the
others. The time bounds M, MA, MAC, MACS, and finally actual delivered performance, thus
form a monotonically increasing series. The gaps between them can be associated with known
causes and potential cures. The Convex C2 machine was used as a case study for this work.

Boyd [7] further studied the performance gaps between the levels of the MACS bound.
One interesting point which relates to the current research lies in the@ap P is the perfor-
mance diference between the actual measured performance and the MACS bound. This gap
includes all diects ignored in the formulation of the MACS bound. “Caclieced” were listed as
one of these unmodeledetts.

Azeems masteis thesis [6] was on the KSR-1. In this report, the performance bound for
the KSR-1 was tightened up a little by including tHeas of loop branches. They aréeated by
the number of times the loop is unrolled. Howetleese dects are small when the loop body is
large.

Of all the reports and papers mentioned above, none of the work actually tries to include in
the performance model the major unmodeled stalls in the P gap, the dacte ef

2.2 Cyclic Scheduling

Definition 2: Minimum Initiation Interval

The minimum initiation interval (MIl) coesponds to the smallest number of cycles necessary to
issue the instructions in a given loop iteration. MIl must also be sustainabigtération to iter-
ation.

One of the scheduling techniques that will be widely used throughout this paper is cyclic
scheduling, also known as software pipelining. Bi$hiesis [10] contains an excellent analysis of
cyclic scheduling. In a cyclic schedule, all iterations have the same schedule, and instructions
from later iterations are issued before all instructions of a previous iteration are issued. In other
words, the instruction schedule for one iteration of a loop is expanded and several iterations are in
execution concurrenthSuccessive iterations are started every Mll clocks, and Mll is typically




less than the time to issue all instructions of one iteration. Thus, optimum performance is

achieved if at least one machine resource is fully utilized in steady-state by the essential instruc-

tions of the concurrent executions of several iterations. Cyclic scheduling is the most aggressive

static scheduling technique known for producing optimum steady-state throughput.
Mangione-Smith [1] went further into the topic of cyclic scheduling by introducing the

use of instruction templates with modulo reservation tables. This paper will also utilize instruction

templates and modulo reservation tables to explain our scheduling methods.

3.0 Tightening up Performance Bounds

This section concerns the tightness of the performance bounds. As mentionedfearlier
previous work on the performance model ignored some performance loss factors and all unmod-
eled efects end up contributing to the P gap, the performance gap between the MACS bound and
the actual measured performance. Modeling thdsetefwithin the bounds formulation will
cause the MACS model to approach actual measured performance more céselying the P
gap. A perfect model of actual performance would have a P gap of zero.

3.1 Essential Factors causing Performance Degradation

When the actual performance is far worse than the expected achievable performance, is
the performance bound actually achievable? The performance model could have missed some
vital machine-specific information which could lead to an unachievable performance bound. In
this case, a tighter performance bound could be formulated to include the missing information.

The first step is to find out the factors that cause performance degradatiofedtsecéfthese are

visible as contributions to the performance gap P between the MACS bound and the delivered
performance, as illustrated in Fig. 1(a). Then those contributing factors that cause an essential per-
formance loss must be separated out. If the factors causing the performance loss are essential, the
model should include such factors into the bound, as illustrated in Fig. 1(b). Nonessential factors

PfrfeVitOUS|y _ign|0fc(|3d Actual measured
effects are include -
o ey performance New
gap f
MACS bound New
Gap P gap <
MAC bound
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Gap S oap ¢
MA bound
Gap C
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FIGURE 1. Performance Bound: Old (a) vs. New (b)




which can be avoided at some bound level should not be included in the bound at that level. For
example, a factor that can be eliminated by rescheduling may be included in the MACS bound,
for which the schedule is fixed, but not the MAC or other bounds, for which the schedule is ideal-
ized.

3.1.1 Nonessential Performance Degradation

Nonessential performance degradation can be removed through code optimizations. From
the perspective of the MACS bound hierardhg M bound is the machisgpeak floating-point
performance, the A gap is caused by a non-ideal set of floating-point operations and by essential
instructions of other types, the C gap consists of nonessential instructions, and the S gap consists
of poor instruction scheduling. These gaps, particularly the C and S gaps, can often be reduced by
developing and using better compilers. Therefore, the factors that cause the C and S gaps are often
avoidable. Previous studies have tackled gap reduction well by hand-coding techniques that could
be included in future compilers.

3.1.2 Essential Performance Degradation

Essential factors of performance degradation may be caused by inadequate hardware sup-
port, such as a small size of the cache, which may increase essential cache misses, or too few reg-
isters, which may increase register spilling. Essential causes of performance degradation cannot
be avoided regardless of how well a compiler that uses ®bdagt known techniques can opti-
mize the code. If even more aggressive optimization techniques are developed in the future, it
may be possible to reduce théeets of operations deemed “essential” todapm the perspec-
tive of the MACS bound, some factors in the P gap are essential in contributing to performance
degradation and account for a portion of the stalls in this “unmodeled” gap. These factors were
simply ignored in the previous work on the MACS model because those stalls were assumed to be
unpredictable or insignificant. This paper deals with the catbet®hs one of the main essential
factors in performance degradation.

3.2 Steady-State Performance dictability

A loop is said to be in steady state if all future iterations of an infinite loop would have
same number of cycles. Steady-state can be achieved if¢htseff all the instructions in the
loop body areredictable.On the other hand, unpredictable events cause the run time of loop iter-
ations to vary and thus cannot easily be incorporated within the bound equations. Cache misses
were considered to be unpredictable in Mangione-Ssniki@sis [1]. According to Mangione-
Smith, “the performance bounds implicitly assume that memory latency is not an important factor
for scientific codes.” The justification for this observation was that the RS/6000 hgs a lar
enough data cache for the data sets in the LFKs used in thislsttitg paperhowevercache
effects are an important factor in designing the performance bound model for the DEC Alpha.
And with a good memory reference strategy and good scheduling, many cache misses may in fact
become predictable and be incorporated at the appropriate levels of the bounds hierarchy

3.3 Counting Essential Cache Misses

To include cache misses in the performance bound model, we need to understand which
types of misses are important in a steady-state inner loop and how we can identify them. One intu-
itive cache model identifies the three sources of cache misses as compajlsacity and con-




flicts. Coherence misses are added for shared memory parallel machines. Compulsory misses,

also known as cold start misses, generally do not contribute significantly to steady-state loops.

However capacity and compulsory misses do, and will be modeled in the MACS bound. When

the data working sets of loops exceed the size of the cache, capacity misseésadtar misses

may occur when two or more accessed data blocks are mapped to the same set in the cache.
Consider a direct-mapped write-through cache, with corresponding elements of data

arrays A and B mapped to the same cache lingh.&Nloop written as

Forx=1ton
C(x) = A(x) + B(x)
End

all the memory references to A and B will become conflict cache misses regardless of the
cache line size.

Note that if arrays A and B are ¢gr than the cache, but begin irfeliént cache lines,
then there will be one miss each time a new cache line of A or B is referenced, rather than a miss
on every reference. This is the normal case for the LFKs running on the Alpha and is the basic
assumption of the bounds model and the hand-codiog.ef

If arrays A and B are each a little smaller than the cache size, and begiarendi¢ache
lines, then the normal assumption above does not hold since a few lines of A and/or B can remain
resident in the cache and all references to them will be hits. If the error is small, we simply use the
normal assumption. Howevdor successively smaller arrays, normal assumption is too pessimis-
tic, and the bound model is adjusted. The normal assumption covers about half of the LFKs. A
few more are covered by adjustment. The remainder are analyzed as special cases due to having a
large number of arrays, two-dimensional arrays with a triangular reference sequence or non-unit
strides, etc.

Two simple techniques, loop blocking and adjusting the relative alignment of two arrays,
can often eliminate many cache misses in an application. Hovilkeggroften do not work well
on lage complex applications. For this reason, such techniques are generally not allowed when
running simple benchmark codes and using the results to evaluate competitive performance.
Therefore, we do not use these techniques in this.paper

In this paperwe focus on the MA bound level.e/¢ount the number of essential loads
and stores from the high level language code, as follows.®iterations of the inner loop, the
number of distinct data array elements that appear on the right hand side of assignment statements
will generally be of the forrAm+B. The number of essential loads is taken té&bEhe number
of essential stores is found similarly by examining the left-hand side of each statement and count-
ing distinct array elements that appear on the left after they appear on the right side of an assign-
ment statement. Note that the cache of the Alpha is write-through, thus there are no store misses.

We then derive the number of essential load misses from the number of essential loads by
examining the sizes of the referenced data arrays and, from the Fortran Common block structure,
deduce how they are placed with respect to one andthen through loop index analysis, the
referenced portion and stride pattern are determined for eachExeagples of determining the
number of essential load misses are in sections 9.1.5 and 9.3.1.

4.0 Code scheduling with Cache Effects

In the area of fine-grain scheduling, not many compilers today take céetts &fto con-
sideration for a number of reasons.




1. Cache effects may diffeofn one platform to anothenaking the compilers that deal with
them less portable even among the sarokitactue.

2. The code may become too complicated becadsreing cache effects magquire extensive
use of unolling and cyclic scheduling. These techniques alseas® the number oégisters
needed. Also, some optimized code mayasodirin a performance inease due to unwanted side
effects, such aggister spilling.

In this paperhoweverwe attempt to hand-schedule the code to see whether reducing
cache dects suficiently to achieve the bound is possible. In this section, we address the issues of
fine-grain scheduling while reducing cachieefs. First, some background information about the
model of the access-execute parallelism will be reviewed hrifbause the scheduling tech-
nique used in this paper is based on this concept. Next, the trailing e wfll be introduced
as one of the major types of cachieets being ignored by many compilers. Then the scheduling
technique will be developed based on the idea of data prefetching.

4.1 Access-Execute Parallelism

If each iteration of the loop is independent of other iterations, the inputs for one iteration
can be fetched from the cache system as the floating-point instructions of previous iterations are
being processed.

To exploit the access-execute parallelism, the memory loads are issued well ahead of the
operation instructions that require this data. In Mangione-Ssrthie'sis [1], this technique of
pre-issuing memory loads is called slip. This technique is essentialiéeergfscheduling with
cache misses, since issuing memory loads way before usinggéedata is required to reduce
cache miss stall cycles to a minimum. While waiting for the data being fetched from the cache,
the processor can run some other useful instructions. The scheduling method used in this paper is
based on this technique.

4.2 Cache Misses: Leading-Edge anddiling-Edge Effects

The leading-edge fefct is the penalty for a single isolated miss reference. A subsequent
references to the same line, which should be a hit, wisaftrailing-edge penalty if the miss
has not yet been fully serviced. The leading-edfgeedf an essential load miss cannot be elimi-
nated because it is simply the time required to bring the requested data into the cache. However
the trailing edge &écts caused by a load miss can be eliminated by making sure that subsequent
references to that cache line occur after the load miss is completely serviced. The bound therefore
assumes that schedules will be optimized to eliminate trailing-ettg#ssind the hand-coding
tries to achieve this.

4.3 Data Pefetching

The main idea behind minimizing the trailing edgeefis to prefetch one of the data
words in the cache line as early as necessary to eliminate the trailingfedtefef the other ref-
erences to that line. Then the code can be scheduled so that the remaining data in the referenced
cache line have been placed into the primary cache before they are referenced. Hevetatad
earlier one problem associated with data prefetching is that the transfer time of one cache system
may be diferent from anothemaking such compiler settings good only on that particular plat-
form.




The rest of this paper will put the idea of prefetching data into practice. This requires
extensive loop unrolling and cyclic scheduling. Theoretichilyps can be scheduled so that the
trailing edge dects can also be reduced. Howewame loops cannot be optimized practically
This paper also points out certain types of the loops which cannot be well-scheduled and why they
cannot.

5.0 The Alpha Architecture and its Implementation: The DECchip
21064

The Alpha AXP architecture is a traditional RISC load-store architecture. This architec-
ture was developed by Digital based on the goals of high performance and lorigeséw of
these goals, the Alpha was designed as a full 64-bit architecture with emphasis on fast clock
speed, multiple instruction issuing, and the capability of implementing multiple processors with
shared memory [9][14]. A linear 64-bit virtual address space is adopted (no address segmenta-
tion). Addresses, integers, floating-point numbers, and character strings are all operated on as full
64-bit data.

The DECchip 21064 is an implementation of the Alpha architecture. In this fap@m-
plicity, this DECchip 21064 will be called the Alpha chip. The Alpha chip has three independent
functional units: the integer execution unit (Ebox), the floating point unit (Fbox), and the memory
unit (Abox). Each unit can accept at most one instruction per cycle, however if code is properly
scheduled, the issue unit (Ibox) of the Alpha chip can issue two instructions to two independent
units in a single cycle, provided they are tdedé#nt functional units. The Ibox issues instructions,
maintains the pipeline, and performs all of the PC calculations. The Alpha also has on-chip
instruction and data caches (Icache and Dcache). For the purposes of thigypdpkowing
subsections describe the possible bottleneck units of the Alpha.

5.1 Issue unit

The primary function of the issue unit is to issue instructions to the Ebox, Abox, and Fbox.
In order to provide those instructions, the Ibox also contains the prefé¢hpipeline, instruc-
tion translation budér (ITB), abort logic, register conflict or dirty logic, and exception logic.
Every instruction is 32 bits long. The Ibox decodes two instructions, aligned on a 64-bit bpundary
in parallel. The IBox decides whether to issue both instructions by checking the following condi-
tions:

1. the equired resouces must be available for both instructions, and
2. the dual issue rule must be satisfied.

When these conditions are not both satisfied, the first instruction is issued as soon as its
resources become available. The second instruction is issued simultaréthestywo conditions
are both satisfied at that time, and, if not, then it is issued as soon as its resources are available
after that. Then the issue unit proceeds to the nextTgaribox thus never issue instructions out
of order and never issues the second instruction of a pair simultaneously with the first instruction
of the next pair

The Ibox may not be able to issue an instruction for one of two reasons. The first reason is
due to a pipeline stall. A pipeline stall occurs when a valid instruction is ready but cannot proceed
due to a resource conflict. It is the responsibility of the Ibox to insure that all resource conflicts are
resolved before that instruction is issued. Once all its resource requirements are satisfied, an




instruction is issued and allowed to continue through the pipeline stages toward completion. After
issuing, the instruction cannot be held in a given pipe stage and cannot be stopped except for an
abort condition. Abort conditions, which are not controlled by the Ibox, includes exceptions and
non-exceptions such as branch mispredictions, subroutine call/return mispredictions and I-cache
misses.

The second type of non-issue arises when there is no valid instruction in the pipeline to
issue. This situation is caused by the abort conditions listed above, which cause pipeline bubbles
in the instruction fetch pipeline. In addition, a single pipeline bubble is always produced when-
ever a branch instruction is predicted to be taken, as in subroutine calls and returns. Pipeline bub-
bles are reduced directly by the hardware through bubble squashing, but can disctilzelyf
minimized through careful code scheduling.

The pipeline separates instruction processing into four initial stages in which stalls may
occur, follow by various numbers of pipeline stages, depending on the functional unit considered,
in which stalls never occur

5.2 Floating-point unit

The Alpha chip has a pipelined functional unit named the Fbox which is capable of exe-
cuting both DEC and IEEE-standard floating point instructions. The Fbox contains a 32-entry by
64-bit floating point register file and a user accessible control registan accept an instruction
every cycle, with the exception of floating point divide instructions, which cannot be pipelined.
The latency for data dependent, non-divide instructions is six cycles. Bypass mechanisms are pro-
vided to allow the issue of instructions which are dependent on prior results while those results
are written to the register file. This bypass implementation saves 2 clock cycles, but for whatever
reason the mechanisms do not apply within a single pipeline of the Fbox itself. (e.g. an add
instruction result is never bypassed to a second add instruction) Thus the latency for a floating-
point store after a floating-point operation is 4 clock cycles. Floating-point operate instructions
progress through a ten stage pipeline, of which the last six stages never stall.

5.3 Memory Unit

The Abox functional unit consists of the address genemdddte translation btdr (DTB),
load silo, and write béér. The bus interface unit (BIU), which is also in the Abox, communicates
with external caches as well as both the on-chip instruction cache and the on-chip data cache.

5.3.1 Bus Interface Unit

The bus interface unit (BIU) controls the interface to the external bus on the Alpha chip
pins. It responds to three classes of CPU generated requests: D-cache fills, I-cache fills, and write
buffer requests. The bus interface unit resolves simultaneous internal requests using a fixed prior-
ity scheme. D-cache fill requests are given highest pridoitpwed by I-cache fill requests.

Write buffer requests have the lowest priorigxcept when all the entries in the writefbufire

full. In that case, store instructions which send data to the writer lawé treated similarly to load
miss requests. The BIU contains logic to service internal cache fill requests and writes from the
write buffer by directly accessing an external cachéh\Welp from external logic, the BIU also
services reads and writes that do not hit in the external cache.




5.3.2 Primary Data Cache and its Behavior

Because the Alpha is a 64-bit architecture, each data reference refers to 64 bits, or 8 bytes.
After the cycle in which a load instruction is issued, it takes two more clock cycles for the mem-
ory unit to detect whether the load is a hit or a miss. The data requested by hits can be used after
the following cycle. For a load miss, the nominal access time starting from the detection of a load
miss to the time the data is available in thgaaregister is 8 clock cycles. That is, the requested
data is loaded into the gt register at the end of thaf cycle after a request is issued. During
the miss penalty cycles when the D-cache is kept busy requesting the data, the issue unit will stall
the issue of any subsequent load or store instructions. Also, any instruction that uses the requested
data during the miss penalty time will also be frozen until the data is loaded int@#tee¢gis-
ter.

Load (A); a miss #1
can Load hit <skid cycle>  #2
can Load hit <skid cycle> #3

.......... #4
8 cycles of miss penalty #5

Nouseof Aandnoload/ |  .ccoennn.. #H6
store. #7

.......... #8
.......... #9

can Use (A)

#10
#11
#12

FIGURE 2. A Load Miss

5.3.3 Load Silo

Since a load miss is detected during the third cycle of a load instruction, there may be two
instructions in the Abox pipeline behind a load miss instruction. These two instructions are han-
dled as follows:

Load hits ae allowed to complete.

Load misses a&rplaced in a silo ancerissued after the first load miss completes. AfgEances
to the same line as the first load miss teated as misses.

Stoes ae placed in a silo also, ané4issued after the first load miss completes.eSlata is
updated in the cache if thefelenced line is alkady pesent in the cache. Since the D-cache is
write through, thee are no stoe misses.

All the instructions in the silos are re-issued in the order received immediately after the
load miss completes.

5.3.4 Pending-fill Latch

The entire cache line referenced by a load miss, including the referenced data and the
remaining data in the cache line, will be placed into the pending-fill latch as it arrives from the
secondary cache. Once the data transfer to the latch completes and the conditions to update the
cache are satisfied, the entire cache line is transferred from the pending-fill latch into the cache.
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The completion time of the fill depends on the speed of the secondary cache and the interface
bandwidth. The word referenced by a miss goes to the processor through a bypass mechanism
before the entire line is in the latch.

5.3.5 Secondary Cache

The speed of the secondary cache is a very important factor in the performance of the
entire system. How quickly the secondary cache transfers the data is directly related to how fast
the primary cache can get its requested cache line filled.

DEC provides its system with a secondary cache which has an access time of 5 cycles.
There are interfaces of 64 bits wide and 128 bits wide. Only DEC 3000 Model 300 and 300L use
a 64-bit interface, and all the others use a 128-bit interface. The 64-bit interface requires four
accesses to fill the latch with a 32 byte line, so that 26 (=3+8+5+5+5) clock cycles are needed
from the time the load instruction is issued to the time that the complete cache line has been
brought into the primary cache. The 128-bit interface needs only two accesses, which takes 16
(=3+8+5) clock cycles total. The model under current study has the 128-bit interface, thus the rest
of the discussion about scheduling techniques will use the 16-cycle cache fill time.

The first access, starting from the time after the load instruction is issued and taking 10
clock cycles total, brings the referenced half of the cache line into the pending-fill latch. A second
access cannot be completed until the end of additional 5 clock cycles required to completely fill
the latch. Then the data in that cache line is transferred from the pending-fill latch into the primary
cache. Howevepon the last (1@ ) cycle, if the issued instruction is a load instruction to some
other line, this cache line data in the filled latch wilt be transferred into the corresponding
cache line of the primary cache. Until the next clock during which no load instruction is issued,
the cache line data will simply stay in the filled latch.

Load A(i); a miss #1
Load <skid cycle> #2
Load <skid cycle> #3
.......... #4
.......... #5
.......... #6
.......... #7
.......... #8
.......... #9
.......... #10
.......... #11
can Use A(i) #12
If this instruction is a any instr #13

load then the cache is n any instr #14
filled. any instr #15

~——  p» NoLoad #16

FIGURE 3. Restriction on Filled Latch
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5.3.6 Wtite Buffer and its behavior

The write policy used by Alpha is write-through. Every time a store instruction is issued,
the data to be stored is sent to the writddsuénd the primary cache is updated if the referenced
line is present. The write def has four entries, each of 32 bytes. The issue unit dispatches a store
instruction regardless of the limited capacity of the writédsuData in the same cache line
would get transferred to the same entry in the writéebais long as the previous data in that
entry has not yet been flushed. As othefled#int data elements may fill the rest of the entries, the
write buffer dumps the data that have been accumulated in an entry to the secondary cache once
another entry starts to get filled.

If all four entries in the write bédr are completely filled and a store instruction is issued,
that instruction will be treated like a load miss, where the following two instructions are treated as
being in the skid cycles. If half or less of an entry (16 bytes) has been filled when the entry is sig-
naled to get flushed from the Berf the time to flush that entry only takes 10 clock cycles. This is
known as half-entry write. If an entry is ready to get flushed and more than half of the entry has
been filled, 15 clock cycles are required for this full-entry write.

When the write bdér attempts to send one of its entrieflstofthe secondary cache, it will
not be serviced if one or both of the two instructions following the store instruction are load
instructions. If either of those load instructions is a miss, the miss will be serviced first while the
data remains in the write Waf. This deferral is a consequence of the Blfiked priority scheme
for simultaneous requests, where D-cache fill requests have highest.priority

6.0 Performance Bound Model of the DEC Alpha

In this section, the performance bound model which was described in section 2.1 is
applied to the DEC Alpha architecture (more specificadlghe DECchip 21064).

6.1 Issue unit

The issue unit is capable of dispatching two instructions per clock cycle, provided they are
to different execution units. Lébe the number of essential floating-point loadssamelthe num-
ber of essential floating-point stores, which were defined in section 3.3. Algphbéethe number
of essential floating-point multiply instructions agde the number of essential floating-point
add instructions. The number of clock cycles needed to dispatch all instructions in a loop iteration
is at least

t. = max(l +s,f +f) (2

6.2 Floating-point unit

The pipelined floating-point unit is capable of accepting an instruction every cycle, with
the exception of floating-point divide instructions which are not pipelined. There are no multiply-
add triad instructions. Therefore the number of clock cycles required to execute floating-point
operations in a loop iteration is at least

t = f +f, ©)
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6.3 Memory port unit

The memory unit can also accept a load instruction or a store instruction per ajicle. W
out any memory stalls, the number of clock cycles required to execute load and store instructions
is at least

t,=1+s 4)

However due to the small size of the primary data cache of the Alpha chipfebts eff
cache misses should be considered. In addition, store instructions may cause theferite tirif
up the interface port to the secondary cache. So the new bound model must take into account how
the secondary cache deals with the cache misses as well as the write updates.

Let m be the number of essential load misses as defined in section 8l@sffate, if a
loop code satisfies our normal assumption, the loop body can be unrolled four times, and load ref-
erences are in unit stride, then the number of essential load misses becomes 1/4 per data array ref-
erence. Also, leg; be the number of full-entry write throughs per loop iteration. This full-store
takes 15 clock cycles in the Alpha system. The half-store takes 10 clock cycles, vehictinés
number of half-entry write throughs per loop iteration.

With the efects of load misses, the bound equation for the memory unit becomes

t,=8xm+max((l+s),3xm) (5)

The value 8 in the above equation represents the miss penalty time. The value 3 is the load
delayed time plus 1. Since load and store hits are allowed in the load delayed cycles, the max term
counts one clock for each essential memory reference or three clocks per essential load miss,
whichever is greater

To take the write biér effects into account, another term is added to the max expression.

t, = 8xm+max((l+s),3xm, (15xs,+10xs.,)) ©)

This equation can be rewritten as three formulas representing three gaséisen the
maximum of these formulas. For the first casg.is

thg = 8Xm+1+s (7)

m

This is the case all delay slots of load misses are filled with essential loads and stores, and
the write bufer does not contributefetts on performance.
For the second casig,y, is

to = 11xm, (8)

m

This is the case when load misses simply dominate. It happens when all load hits and all
stores can be placed within the delay slots of essential load misses. From the time that a load miss
instruction is issued to the time thegiar data is loaded id lock cycles. All load hit and store
instructions can be serviced within the skid sections, and other types of instructions can be issued
without interfering the memory unit.

For the third casey,3 is

ts = 8xm+15xs,+10xs, 9

This is the case when the secondary cache is kept continuously busy serving both the pri-
mary cache for load misses and the writddyubr write throughs. All instructions not related to
the memory unit can be served while the secondary cache is busy
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6.3.1 Effects of the secondary cache

The access time of the cache depends on the speed of the secondary cache: how fast can
the secondary cache provide the data? In the Alpha-based workstations, the miss penalty is typi-
cally 8 clock cycles. Howevewhen the miss penalty cycles increase, the memory unittigrm,
increases. Therefore, for those machines with high miss pemaityg secondary cache at all,
such as in the case of the Alpha processor on the ff3iuld become extremely ige, thus
making the memory unit the bottleneck unit for most applications.

6.3.2 Effects of the write buffer

The efects of the write bdiér related to the secondary cache utilization. Increasing
latency time for flushing data from the ferifmay cause the processor to stall longausing the
memory unit time to be lger Therefore, a fast write bief flush latency is an important enhance-
ment for the design of the cache system.

6.4 Loop carried dependence unit

The loop carried dependence pseudo-unit is used to model a potential performance bottle-
neck for loops with recursion. Those loops can be identified when a result of one iteration depends
on the corresponding result of a previous iteration. Whenever there is such a cycle in the depen-
dence graph of the floating point arithmetic operations, the time is computed as the sum of the
latencies of the operations in one tour of the cycle divided by the number of iterations in the cycle.
Otherwise, the dependence time is zero. The latency of an operation is related to pipeline depth
and is computed as the minimum number of clocks between issuing that operation and issuing a
succeeding operation that uses its result as an operand. The latency of any floating-point opera-
tion, except divide, is 6 clock cycles.

7.0 Scheduling Methods for the DEC Alpha

In the following sections, we assume that the memory unit is the bottleneck. This section
shows how to transform the old scheduling method to schedule the code with taxisaref
mind. The idea of the new scheduling method came from the slip technique, where memory loads
are issued long before the requested data are used. In this researdiostadgy the load miss
instructions are issued as early as possib&ed@veloped a technique to first distinguish essential
load misses, and then to apply cyclic scheduling which was described in section 2.2, so that the
miss efects are reduced to the minimum.

Definition 3: Iteration Interval

The iteration interval (1) of a compiled @gram kernel is the number of clock cycles that occur
between issuing the first instruction for an iteration of the loop, and issuing the first instruction
for the next iteration.

Definition 4: Instruction Templates

The template for a machine instruction indicates whiclovare resouces ae needed to execute
that instruction, and whendlative to instruction issue) thosesouces ae reserved exclusively
for this instruction.
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For the Alpha, an instruction template of a load operation that hits in the cache look as fol-
lows (ignoring the first four pipeline stages of the issue unit since these stages of all instructions
are the same).

Time
Issue Unit 1
Memory Unit 1
Memory Unit 2
Memory Unit 3
Detect? Hit

FIGURE 4. Instruction Template for a Load Hit

However for a load miss, the template looks as follows:

Time
B

Issue Unit 1
Memory Unit 1
Memory Unit 2
Memory Unit 3

Detect? Miss

FIGURE 5. Instruction Template for a Load Miss

The 8 penalty cycles in memory unit 1 block out possible instructions which might
attempt to use the memory system. In other words, no load or store instructions which deal with
the memory system are allowed to be issued during the penalty cycles.

Definition 5: Modulo Reservation Table
A modulo eservation table, in which instruction templates placed, contains Il columns and

one ow for each esouce used by any of the templates.
7.1 Scheduling with load misses only

To illustrate load scheduling, consider a loop contains only load instructions, the lower
bound cycles per loop iteration is the number of essential load misses times the number of cycles
in a load template plus the extra load instructions, i.e. load hits that do not fit in the skid slots. The
method to hand-schedule such code is as follows:

1. Determine the number of essential load misses.
2. For each essential load miss, place a load miss template into the meskieation table.
3. Start inserting load hits into the skid section, i.e. whike load delay cycles occur

4. Place theemaining load hits, if anynto the moduloaservation table.
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From intuition, load hits should be placed as early as possible in the code, so that the arithmetic
operations done on the data can be issued as soon as possible.

5. Generate actual code and check for trailing edge effects

To eliminate trailing edge effects,

5.1 Ty reordering load hit instructions.

5.2 Ty reordering the templates of all types in the modekgervation table.

5.3 Try to prefetch data in earlier iterations, i.eelabel some placed load templatesdter
instead to the coasponding load for a later iteration.

7.2 Example: Wwo essential load misses (LFK 3)

Suppose that there are two references to twerdiit arrays of data, where the size of
each of the data arrays is equal to ogeathan the size of the primary cache (8 KB). Suppose
there are enough registers and iteration in independence so that the loop can be unrolled four
times. Wth a well structured code, for each load miss, two load hits can be put into the skid
cycles.

Step 1: V& found that there are two essential load misses.

Step 2: & place them into the modulo reservation table.

Time [0 =Load hits [O =Load misses
_

U1 7]
MU 1 RN LI
MU 2

MU 3 ] ]

FIGURE 6. MRT of Two Misses

Step 3: W& place load hits into the skid areas

Time \ [0 =Load hits [ = Load misses

U1 |
MU 1 [ L[ [ ] [T T T TT]
MU 2
MU 3 | |

FIGURE 7. MRT of Two Misses and Four Hits

Step 4: In order to allow the arithmetic operations to be issued as soon as possible, the
remaining load instructions should be placed before the templates that have already been placed.
This placement results in a tight schedule in which MUL1 is continuously Wasythat in a mod-
ulo reservation table, the last use of MU1 can be wrapped around and placed in the first time slot
of the table, e.g. this would be done for Fig. 7 if Il =22. Howamesome cases, there may not be
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enough registers to permit this placement. Thenferdift order of instruction templates needs to
be tried.

Time [0 =Load hits [ = Load misses
— >

U 1|
MU 1 HEEN HEREEN
MU 2
MU 3 | |

FIGURE 8. MRT of Two Misses and Six Hits

7.3 Hand-coded Schedule

After the instruction templates are placed, the next step is to write the actual assembly
level code from the modulo reservation table. Since load hits and load misses are clearly distin-
guished by using dérent instruction templates in the modulo reservation table, the actual code
schedule must also follow this pattern.

How can we be sure in a loop iteration that certain load instructions are hits and certain
instructions are misses? This is an important point since by knowing which load instructions
would produce hits and which would cause misses, cache behavior can become predictable as
described above.

Assume that the data array elements to be referenced are not in the primary cache yet, but
reside in the secondary cache.implement data prefetching without special software and hard-
ware support, instructions which prefetch thgeéadata from the secondary cache are simply
load misses. After the cache line associated with tjettdata is brought into the primary cache,
any references to the remaining data in the same cache line are loadthitssitieduling
approach that prefetches one element per cache line and references others only after the prefetch
is known to be completed, load instructions in a loop iterations can be distinguished as hits or
misses and thus become predictable.

As mentioned earliethe memory system that DEC provides requires 16 clock cycles
from the time the load miss instruction is issued to the time the referenced cache line has been
brought into the secondary cache. This implies that any references to the cache line being trans-
ferred must be statically scheduled at least 16 clock cycles after the prefetch miss in order to avoid
incurring trailing-edge éécts.

To illustrate, we derive the assembly level code from the modulo reservation table in Fig.
8. The assumption was that the size of the data arrays A and geistlzan the size of the cache
that the iteration independence and the number of registers iceestifo permit unrolling 4
times. Suppose that references to array A in a loop iteration consist of A(i), A(i+1), A(i+2), and
A(i+3), and i is incremented by 4 per iteration. Since the cache line size is 4 words, out of the four
references there is only one essential load mesgprdfetch data, A(i+3) is the best candidate
because such a reference brings in the next cache line regardless of the array alignment with
respect to cache line boundaries. Prefetching the current itesadipf3) data one iteration ear-
lier, whose index i is 4 less than the current index i, requires a reference to A(i+7) in each itera-
tion. Data array B is handled likewise.
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So, the code from the modulo reservation table for two data references may look like the
following.

Load A(i); hit #1
Load B(i); hit #2
Load A(i+7); miss #3
Load A(i+1); hit  #4
Load B(i+1); hit #5

Load B(i+7); miss #14
Load A(i+2); hit  #15
Load B(i+2); hit  #16

FIGURE 9. Pseudo-code for Wo Misses and Six Hits

7.3.1 Trailing-edge problem

The MII for the above code is 24 clock cycles and, as stated above, the transfer time for
any cache line is 16 clock cycles. The above code fits the modulo reservation table but may pro-
duce the trailing edgefetts when referencing the data array B. This is because the cache line
alignment is unknown to compilers, and thus it is possible that B(i+3) data is in the same cache
line as B(i+1) and B(i). In that case, B(i) and B(i+1) may be considered by the Alpha processor as
load misses, thus resulting in trailing-edgeets.

7.3.2 Reorder the Hit Refeences

Sometimes, changing the order of load hits may eliminate the trailing dedgts fin this
example, we try to reschedule the “hits” for data array B after we are sure that the corresponding
cache line has been brought in. Howewethe schedule belgw(i) is still issued within 16
cycles after B(i+7) in the previous iteration was issued, so if B(i) and B(i+3) are in the same cache
line, B(i) will still experience trailing-edgefelts. So in this case, reordering the load hits does
not eliminate all the unwantedfetts. Note that some improvement has been achieved since if
B(i+1), B(i+2) and B(i+3) are in the same cache line, but B(i) is not, there are no trailing-edge
effects.

7.3.3 Reorder the Instruction Bmplates

If reordering the load hits in a fixed modulo reservation table cannot eliminate the possi-
bility of trailing-edge €fects, then the instruction templates may need to be reordered in the mod-
ulo reservation table. The following code shows that two earliest load hits in the loop iteration
have been moved in between the two load misses.

This code eliminates all possible trailing-edge@f. Howeverbecause two hits are
placed in between the two load miss templates, it is harder to control the schedule, e.g. to pair up
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On the & cycle, the cache line containing B(i+3)
data, which is B(i+7) of the previous iteration, is in

the primary cache. Load A(j); hit #1
B(i), B(i+1) and B(i+3) might be in the same cache ~ Load B(i); hit #2
line. Then the B(i) reference on th&'Zycle and the Load A(i+7); miss #3
B(i+1) refer_ence on the_ 5th cycle would be treated by Load A(i+1); hit H#A
Alpha as misses, not hits. Load B(i+1): hit 45
\_» ...... #6
...... #1
The cache line containing B(i+7) will be in the priman ...... #8
cache on the 14+16 =%0cycle, which is 30-24 =% #9

clock cycle in the next iteraton. #10
...... #11

...... #12

...... #13

Load B(i+7); miss #14

Load A(i+2); hit #15

Load B(i+2); hit #16

...... #24

FIGURE 10. Code with Trailing-edge Problem

Load A(i); hit #1
Load B(i); hit #2
Again, B(i) and B(i+3) may be in the same cache lin | pad A(i+7); miss #3
Reference to B(i) may be a miss, not a hit. Load A(i+1); hit #4
% Load A(i+2); hit #5
...... #6

...... #12

...... #13

Load B(i+7); miss #14

Load B(i+1); hit #15

Load B(i+2); hit #16

...... #24

FIGURE 11. Code after Reordering Hit Refeences

load instructions with other dependent instructions. Therefore whether this scheduling structure
can be used ffctively depends on the complexity of the code.
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Load A(i+7); miss  #1

Load A(i); hit #2
Load A(i+1); hit #3
...... #4
...... #11
Load B(i); hit #12

Load B(i+1); hit #13
Load B(i+7); miss  #14
Load A(i+2); hit #15
Load B(i+2); hit #16

FIGURE 12. Code after Reordering Instruction Templates

7.3.4 Refeencing Data Earlier

Finally, we can stick with the original modulo reservation table but instead of referencing
data in the previous iteration, we may try to reference data two iterations. &dwisemay elimi-
nate the trailing-edgefetts if there are enough registers to use. Notice that A(i+7) is now
changed to A(i+1). Data array B is handled likewise.

Load A(i); hit #1
Load B(i); hit #2
Load A(i+11); miss #3
Load A(i+1); hit #4

_ . Load B(i+1); hit #5
Note that A(i+7) and B(i+7) now #6

become A(i+1) and B(i+1) "

Load B(i+11); miss #14
Load A(i+2); hit #15
Load B(i+2); hit #16

FIGURE 13. Code with Refeences to Data Wo Iterations Earlier

One drawback is that additional instructions (fmov) are needed to save the pre-loaded val-
ues in other registers. Howey#ris method of referencing two iterations earlier does generate
consistent results. Therefore, it is generally used whenever possible throughout this paper

7.4 Scheduling with load misses and stes

Loops with both load and store instructions are scheduled similarly to the method for
loops with load misses onlidowever scheduling with store instructions can be unpredictable
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due to the way that the Alpha was implemented. How the data is aligned with respect to an entry
in the write buffer is unknown, which is the major reason for the unpredictable behavior of the
store instructions. However if the number of half stores and the number of full stores can be deter-
mined, some scheduled code may still approach the performance bound.

7.4.1 Comments on the Sterinstructions

As stated previousha filled entry in the write btdr starts to be flushed when another
empty entry starts to get filled. The prefetching method for scheduling around the cache misses
can also be applied to the store instructions, but it may not work well because the alignment of the
cache boundaries with respect to the writddyugntries is not known to the compilEor exam-
ple, with each buér entry able to hold four words, the compiler doeknbw whether four con-
secutive stores are two half stores (two words in each of the two half entries), a single full store
(four words in one bdiér entry), or a half store and a full store (one word in a half entry and three
words in a full entry).

Furthermore, issuing a store instruction apart from the other store instructionstwill
have the samefetts as pre-loading data. Instead of a pre-load instruction, if a loop has a post-
store instruction (storing data long after the iteration completes), that instruction willatause
leastone entry in the write bidr to flush. If the cache line boundaries which are aligned to the
write buffer entries, are known to the compijlérere could be only one updatedfbuntry
However since the compiler has no idea where the cache boundaries are, it is very likely that two
buffer entries are ready to get flushed at some times. Thid e&n cause all four entries in the
write buffer to become filled up over a few iterations and thus degrade performance greatly

There is no solution yet for this problem. There is very little that the compiler can do if the
cache line boundaries are unknown with respect to the data array elements. Therefore, in this
paper the store instructions are arbitrarily placed near the end of an iteration. Regardless of where
store instructions are placed, some performance losses may be expected. A few LFK loops that
experience this kind of loss will be mentioned in section 9.0.

8.0 Characterization of the LFK loops

The first twelve LFK loops are used in this studgmmon characteristics of the loops can
be distinguished by the existence of essential load misses and store instructions in the code. W
characterize these loops in the following subsections. The LFK workload and the bound without
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cache dects are summarized irale 1. The bound with cachdesxfts and all the related vari-

fa fm | s t; t tm tq t) CPF
1 2 3 2 1 5 5 3 0 5 1.00
2 2 2 4 1 5 4 5 0 5 1.25
3 1 1 2 0 2 2 2 0 2 1.00
4 1 1 2 0 2 2 2 0 2 1.00
5 1 1 2 1 3 2 3 12 12 6.00
6 1 1 2 0 2 2 2 0 2 1.00
7 8 8 3 1 16 16 4 0 16 1.00
8 21 15 9 6 36 36 15 0 36 1.00
9 9 8 10 1 17 17 11 0 17 1.00
10 9 0 10 10 20 20 0 20 2.22
11 1 0 1 1 6 6.00
12 1 0 1 1 0 2 2.00

TABLE 1. Workload and CPF bound

ables are summarized iafle 2.

m, St Sht tm t CPF
1 0.50 0.25 0.00 7.75 7.75 1.55
2 1.00 0.25 0.00 11.75 11.75 2.94
3 0.50 0.00 0.00 6.00 6.00 3.00
4 0.67 0.00 0.00 6.80 6.80 3.68
5 0.50 0.25 0.00 7.75 12.00 6.00
6 1.25 0.00 0.00 13.75 13.75 6.88
7 0.75 0.25 0.00 10.00 16.00 1.00
8 3.00 0.75 3.00 65.25 65.25 1.81
9 4.00 0.00 1.00 44.00 44.00 2.59
10 3.00 2.00 1.00 64.00 64.00 7.1
11 0.00 0.25 0.00 3.75 6.00 6.00
12 0.00 0.25 0.00 3.75 3.75 3.75

TABLE 2. Essential load misses, write thoughs, and new CPF bound

8.1 Loops with No essential load misses

An example of this type of loop is LFK12, where there is only one load instruction that
references a data arrand the size of that array is less than the size of the cache. This type of
loop depends on the number of store instructions, because any floating-point operations can run
independently while the write Ifef is flushing the data into the secondary memory system.
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8.2 Loops with No stoe instructions

This type of loop is also easy to hand-code. Since there are no store instructions, the write
buffer does not interfere with the load activity between the primary cache and the secondary
cache. These loops are LFK3, LFK4, LFK6.
8.3 Loops with loop-dependency

In this type of loop each iteration requires a result from the previous iteration. These loops
are LFKS5 and LFK1, and have non-zetg.
8.4 Loops with essential load misses and séoinstructions

These loops include LFK1, LFK2, LFK9, and LFK10. Howe\u&#iK 2 also contains dif-
ferent data sizes for d@i#rent iterations, so the bound model may be inaccurate in that particular
case. For the methods used in this papegular data sets make théeets of data references
unpredictable.

8.5 Loops with not enough egisters

LFK 7 and LFK 8 are quite complex and require extensive use of registers. Cyclic sched-
uling would cause register spilling problems.

9.0 Results fom scheduling the LFK loops

The following graph shows the results of optimizing the LFK loops with the scheduling
methods proposed in this paper

1.00 I I I f I I I I I I

0.901T— -1
0.80 1T )
0.70 T i
0.60T— -1
0.501T— )
0.401T— i
0.30T -1

0.201T —

Fraction of Performance Bound Achieved

-O 1 2 3 4 5 6 7 8 9 10 11 12

Compiled Schedule LFK #
I Hand-coded Schedule
Livermore Fortran Kernel on DEC Alpha

FIGURE 14. Code Improvements though hand-scheduling
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Compiled Hand code Bound CPF % bound
1 3.38 2.30 1.55 67
2 7.05 6.27 2.94 47
3 6.63 3.17 3.00 95
4 5.61 4.00 3.68 92
5 12.34 6.61 6.00 91
6 10.02 7.30 6.88 94
7 2.65 2.65 1.00 37
8 2.93 2.93 1.81 62
9 5.54 2.77 2.59 93
10 12.16 9.73 7.1 73
1 16.72 6.42 6.00 93
12 3.89 3.89 3.75 96

TABLE 3. Compiled Code vs. Hand Code Performance in CPF

9.1 Approaching Performance Bounds

With hand-coding seven out of the twelve loops, LFK 3, LFK 4, LFK 5, LFK 6, LFK 9,
LFK 11, and LFK 12 achieve at least 91% of the performance bound. For the compiled code, only
five loops, LFK 4, LFK 5, LFK 8, LFK 10, and LFK 12 achieve 50% or more of the performance
bound.

9.1.1 LFK 12
The following code is the inner loop of LFK 12:

DO 12k=1n
12 X(K)= Y(k+1) - Y(K)

Notice that there is only one essential memory reference to the data.asiagerY is
smaller than the size of the cache, there are no essential load misses. There is only one full store
per four iterations. There is thus a lot of room to schedule other operations during the cycles
caused by the write bfeir flushes. In fact, there is so much leeway that the compiler has already
done a good job of scheduling. The CPF bound of the LFK 12 is 3.75, and the compiled code runs
at 3.89 CPFwhich is 96% of the performance bound.

9.1.2 LFK 3 and LFK 9

LFK 3 have two essential load misses per cache line reference and LFK 9 have four essen-
tial load misses per iteration. These loops require hand-scheduling with some trial arilerror
the performance turn out to be quite impressive. LFK 3 hits 96% of the performance bound and
LFK 9 reaches 93%.

9.1.3 LFK5and LFK 11

The performance of both LFK 5 and LFK is limited by loop-carried dependence. There
is no need to unroll the loop or to use the cyclic scheduling technique. Thus these loops are fairly
easy to optimize by simply making sure that the dependent instructions follow one after. another
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The compiled performance of LFK 5 is 12.34 CRfer hand-scheduling, the performance is
improved to 6.61 CRRvhich is 91% of the performance bound. For LAK the performance is
improved from 16.72 CPF to 6.42 GR€&aching 93% of the performance bound.

9.14 LFK 6
LFK 6 contains 2 essential load instructions. The following code is the inner loop:
DO 6i=2,n
DO 6 k=1,i-1
W(i)= W(i) + B(i,k) * W(i-k)
6 CONTINUE

As for LFK 6, it appears at first glance to have two essential load misses per iteration,
assuming it is unrolled 4 times. Howeyvtire diference is that B(i,k) is a two-dimensional data
array and k is the inner loop index. Therefore, it experiences one essential load miss per load B
instruction, not one per four load B instructions. This loop is, howesasy to schedule because it
has much fewer floating-point operation cycles than the cycles caused by the essential load
misses. The compiled performance, 10.02,@nproved to 7.30 CPF through hand-schedul-
ing, reaching 94% of the performance bound.

9.15 LFK 4

LFK 4 is a little tricky not in scheduling the code, but in counting the number of essential
load misses. The code is as follows:

DO 444 k= 7,1001,m
lw= k-6
temp= X(k-1)
DO 4j=5n,5
temp = temp - XZ(Iw)*Y(j)
4 Iw= Iw+1
X(k-1)=Y(5)*temp
444 CONTINUE

A rough estimate of the data conflicts is as follows. The variable n is set at 1001. At the
beginning of each outdoop iteration, the variable Iw takes on the value of 1, 498, and 995, and is
incremented by 1 for each inAleop iteration. The variable j is incremented by 5. Therefore the
innerloop is run for 200 iterations. The areas where the data arrays certainly do not overlap are
from XZ(200) to XZ(498) and from XZ(698) to XZ(995). That is about 595 data words where hits
occur for certain, which is about 58% of the referenced .drRayghly assuming that load misses
are about 42%, the number of essential load misses is calculated as 0.25 (XZ, assuming that we
unroll 4 times) plus 42% times 1 (Y with no unrolling), which turns out to be 0.67. If the bound is
calculated withm as 0.67, the performance of the hand-coded schedule reaches about 92% of the
bound, which implies that this is not a bad estimatenfor

This is an example of where the percent of data conflicts is important in calculating the
number of essential load misses. In this case, it cannot be assumed that loads are conflict misses
anymore. The performance bound is calculated to be 3.68, and the performance is improved from
5.61 CPF to 4.00 CR®hich is 92% of the performance bound.
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9.2 Moderate Improvement

The loops, LFK 1 and LFK 10, have only moderate improvement. Some performance
losses may be due to the unpredictable writécbeffects.

9.21 LFK1

LFK 1 contains five floating-point operations but with two loads and a store. There is not
much leeway to fit those instructions tightijuch time has spent on improving this loop and cre-
ating very complicated schedules, but result in some moderate improvement. The performance
gets to 67% of the performance bound, improved from 3.38 CPF to 2.30 CPF

9.2.2 LFK 10

LFK 10 is a loop with 10 essential load instructions and 10 essential store instructions.
Assuming an arbitrary data alignment, there are 3 essential load misses, 2 full stores, and 1 half
store. LFK 10 also has 9 essential floating point operations. The loop is not unrolled because, first,
the Alpha doesi’have enough registers, and second, the penalty cycles caused by the load and
store instructions are long enough to compensate for the cycles caused by the dependence of the
floating-point instructions. This loop stays around 70% of the bound even Vidredifordering
of the store instructions. As previously stated, store instructions cause unpredictable events. How-
ever the performance still reaches 73% of the performance bound, jumping from 12.16 CPF to
9.73 CPF

9.3 Small Improvement

LFK 2 references diérent amounts of data sizes from execution of an inner loop to
anotherThe code is small enough to apply all the scheduling techniques. Hobesaunse of the
different iteration intervals and irregular data sizes, the iterations are absolutely unpredictable.

9.3.1 LFK 2
The following is the loop code for LFK 2:

llI=n
IPNTP=0
2221PNT=IPNTP
IPNTP= IPNTP+II
= 1/2
i= IPNTP
DO 2 k= IPNT+2,IPNTR2
i=i+1
2 X()= X(Kk) - V(K)*X(k-1) -V(k+1)*X(k+1)
IF (1LGT.1) GO 1O 222

When nis set at 101, the inner loop is repeated 6 times, with the loop executing for 50, 24,
12, 6, 3, and 1 times iterations, respectiyviythe six executions. These executions of the inner
loop thus referencel00, 48, 24, 12, 6, 2 words of each dataraspgctivelyThe following dia-
gram shows the number of referenced data elements for one datavarcaysums up to 194
words.
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FIGURE 15. Referenced Array Elements for LFK 2

The following diagram shows how the data arrays are placed in the 1024 of words primary
cache. Assume that the first element of array V starts at the beginning of a line that maps to the
first line of the cache, and that arrays w and x follow consecutively in virtual memory space.

Clearly, each iteration of the inner loop is unpredictable. There is no code schedule which
could generate steady state inner loop. Therefore, the performance bound model with cache
effects can not be applied in this case. Using cyclic scheduling with unrolling shows a little
improvement, but the references are still unpredictable. A small improvement from 7.05 CPF to
6.27 CPF onlybarely reaching 47% of the performance bound.

9.4 No improvement

No scheduling improvements have been found for LFK 7 and LFK 8. Attempts to apply
cyclic scheduling methods and unrolling resultediamseperformance due to not having enough
registers.

9.4.1 LFK 7

LFK 7 is the only loop that is bottlenecked by the floating-point unit, not the memory unit.
It has 8 essential floating-point add operations and 8 essential floating-point multiply operations.
From the flow graph of the floating-point operations, there are at least 8 dependeticte W
latency of each floating-point operation being 6 clock cycles, the total number of cycles for an
iteration without unrolling is 48 clock cycles. If the compiler applies cyclic scheduling, unrolling
is also necessary in order to prevent the code from expanding over too many iterations. But then
the interaction between the fixed positions of the load instructions and the dependence among the
floating-point instructions will require more registers than expected. In any case, even with opti-
mum reuse of the registers, there will not be enough registers. The performance of the hand-coded
schedule is actually worse than the compiled performance, dropping to 37% of the performance
bound.

9.4.2 LFK 8

LFK 8 deals with six data arrays; three of them are three-dimensional. It has the highest
memory busy time among all the LFK loops, and with 36 floating-point operations needed to hide
under the memory time. The Alpha does not have enough registers to make this already compli-
cated loop even more complicated. The loop stays at 62% of the performance bound.
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10.0 Conclusion

We agued that performance bound models can be extended to includiette eff the
unavoidable performance loss, as long as the scheduling of the code is stable and the cache behav-
ior is predictable. \& presented performance bound model that includes cdebhtseand applied
this model to the DEC Alpha machine.

We showed that the performance can be improved dramatically through careful schedul-
ing, guided by the results of applying the performance bound and an assessment of the compiled
code. When dealing with load misses, we must schedule in a way that the load miss templates are
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placed into the modulo reservation table first. When dealing with store instructions, there is not
much we can do because of the unpredictable behavior of the wiie fen dealing with
trailing-edge dects, which directly relate to the speed of the secondary cache, an analysis of the
code can locate the possible occurrences of thésgfWth these aspects in mind, the cyclic
scheduling technique was used to form this new approach to loop scheduling which takes the
cache dects into consideration.

We experimented with these techniques using the LFK kernels on the Alghaavéful
hand-scheduling, seven out of twelve loops actually achieved high performance, close to the per-
formance bound. Other loops showed only moderate or slight improvement due to factors such as
unpredictable write bédr behaviorirregular data array layouts, and/or register spillingo ©f
the loops are remained far from the bound and were not improvable by our technigues. Only one
had compiled code that was already close to the bound. In general, if load misses can be predicted,
significant performance gains can be achieved by hand-scheduling. The techniques used for hand-
scheduling are thus attractive for incorporation in future compilers.
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