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Abstract—We propose an efficient flow and error control scheme for high- may send without eceiving an acknowledgment from the re-
throughput transport protocols, which (i) decouples flow control from error  cejver. In the rate-based scheme, the transmitter regu|ates the
control, and (ii) uses a second-order rate control, calledx-control, for flow data—sending rate in response to network congestion The window-
control and a new sliding-window scheme for error control. Thea-control . - . N . .
minimizes the need for packet retransmissions by adjusting the rate-gain pa- based SCheme 1S COSt'eﬁe,Ct'Ve as it doe?’ not r.eq.u”’e a flne—graln
rameter in response to the variations of cross-traffic flows and their round- rate-control timer, and a window automatically limits the damage
trip delays (RTDs). Using selective retransmission, the sliding-window scheme @ source can inflict on the network. However, the window-based
guarantees lossless transmission. Separation of flow and error control sim- scheme also introduces its own problems [2]. First, it only deter-
plifies both components and enhances the throughput since the source rate . :
control is independent of the dynamics of the error-control window. Applying mines the amoun,t Of, data _tO ,be sent, but does nOI,Spemfy the speed
the a-control, the proposed scheme can drive the flow-controlled system to a Of packet transmission within the flow-control window. Conse-
retransmission-free equilibrium state. Using the fluid analysis, we model the quently, the window-based scheme cannot make per-connection
packet-loss behavior and derive the closed-form expressions for packet losseshandwidth guarantees for transmitting continuous media (CM)
loss rate, and the link-transmission efficiency. We prove that thex-control is data such as audio and video [3] Moreover unregulated data rates
feasible and optimal linear control in terms of efficiency and fairness. Also . . . A ’ .
presented are the vector-space analysis and simulation results that verify the of multiple connections sharing the same bottleneck link can eas-

analytical results, and demonstrate the superiority of the proposed scheme to ily generate a large instantaneous aggregate data rate at the bottle-
others in dealing with cross-traffic and RTDs variations, controlling packet neck, congesting the network.

:;ust.ses/retransmlssmns, and achieving buffer-use fairness and a high through- The second problem with the window-based scheme is that its
flow-control mechanism is traditionally coupled with the error-

Index Terms—Hig_h-throughput transport protocol, decoupled flow and er-  control mechanism, since the flow-control window can be used as
ror control, congestion and loss recovery. the error-control window as well. This coupling is often problem-

atic as it may create protocol design conflicts. For instance, while a

I. INTRODUCTION large window is desired for high throughput, retransmission needs

a small window to minimize unnecessary retransmissions for the

There has been a growing number of applications of bulk d&t-back-N scheme or to reduce the receiver buffer for re-ordering

transmission over wide-area networks. The two key requiremeliist packets in the Selective Retransmission scheme. Moreover,
of any bulk data-transfer protocol are high throughput and retitixing flow and error control in one mechanism makes flow con-

able transmission. In theory, a packet-switched network allows! vulnerable to packet losses and delays since packet losses and

a best-effort user to have as much a network-capacity share agigansmissions cause the decrease of source transmission rate.

available. In reality, however, an achievable end-to-end through-hird, the performance of the window-based scheme is RTD-
put over high-bandwidth channels is often an order-of-magnitugigpendent. To continue packet transmission while waiting for the
lower than the network capacity. Throughput is often limited byeceiver's acknowledgment, the window size must be larger for
the underlying transport protocol, particularly its flow and errggnger RTD paths, so that there are always data packets ready to
control mechanisms. It is difficult to achieve both h|gh throughpgé transmitted. But how |arge the window size should be suffi-
and reliable data transmission across long-delay, large-bandwigtBnt? Theoretically, there does not exist any upper bound that
and unreliable network paths. The network Unreliability, dela& abso|ute|y sufficient since it is proportiona| to RTHban un-
and unpredictable network cross-traffic are the major culprits fgfedictable number of errors [2]. Unfortunately, RTD is not con-
the low end-to-end performance of transport protocols. stant, but varies randomly with time, which makes selection of a
There are mainly two types of flow-control schemes in tranproper window size even more complicated. In addition, a very
port protocols: window-based (e.g., TCP [1]) and rate-based (elgrge window size for longer RTD paths can in effect eliminate the
NETBLT [2]). The window-based scheme dynamically adjuswindow’s flow-control function, and thus can easily congest the
the upper-bound of the number of packets that the transmitt@twork and overflow bottleneck buffers.

Finally, the window-based scheme works poorly with a retrans-
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tocols use timers to trigger their retransmissions. A lost packbee error-control window. We also use periodic exchange of state
prevents an acknowledgment from the receiver, stops advanangssages [9] between the transmitter and Hueiver to make

the flow-control window, and thus tends to shut down the trarthe flow and error control performance virtually independent of
mission window. So, a longer timer is more likely to close thBTD. The proposed scheme employs selective retransmission to
flow-control window, and hence reduces the transmission rate axhserve bandwidth.

link utilization. On the other hand, a shorter timer may easily sing the fluid analysis, we model the packet-loss behavior and
cause false alarms which, in turn, trigger superfluous retransmjgrive the closed-form expressions for packet losses, loss rate, and
sions, thus wasting bandwidth. But choosing a proper timer valiigx-transmission efficiency. The analytical results are applied to
is a daunting task as pointed outin [4]. Obviously, the timer valga|uate the loss-control performance of the proposed scheme, and
should be determined as a function of RTD. But again, RTD variggiifies the necessity and feasibility of thecontrol. The analysis
randomly and measuring RTD is difficultin the presence of packg{ows that the:-control can drive the flow-controlled system to an
losses. optimal equilibrium state where thietransmission-frees guaran-

To overcome some of the aforementioned problems with theed. We prove that the-control is feasible and optimal linear
window-based flow-control protocol, the authors of [2] proposembntrol in terms of efficiency and fairness. The dynamic perfor-
a rate-based flow-control transport protocol NETBLT [2]. Difmance of the proposed scheme is evaluated quantitatively by both
fering from TCP, NETBLT employs the rate-based scheme atitk analysis and simulations, and the simulation results verify the
separates flow control from error control. Consequently, paclketalytical results. The simulations experiments also demonstrate
losses and retransmissions, which modify the error-control witive superiority of the proposed scheme to the other schemes in
dow, do not directly affect the rate at which data is transmitted intiealing with the variations of cross-traffic flows at the bottleneck
the network. This decoupling of error and flow control simplifieand their RTDs, controlling losses/retransmissions, achieving fair-
both components considerably. The original NETBLT targeted r¢ss in both buffer and bandwidth occupancies, and increasing av-
matching the sender and receiver rates, gobred the network- erage throughput.

congestion problem. The revised NETBLT protocol applies the The paper is organized as follows. Section Il describes the pro-
Additive-Increase and Multiplicative-Decrease (AIMD) algorithmyosed scheme, and Section 11l establishes the flow-control system
to adapt the source rate to network congestion. However, t}{gdel. Section IV models the packet loss behavior and derives
adaptation is effective only for the case of slowly-changing nglss-control performance metrics. Section V analyzes efficiency
work bandwidth since the source takes a rate-control action oglyq fairness of the-control for multiple concurrent connections.
once each time when an entire block of data packets have be@Rtion V| evaluates and compares the proposed scheme with the

transmitted and positively or negatively acknowledged. Consgher schemes via simulations. The paper concludes with Sec-
quently, the slow adaptive algorithm tends to cause either ovggn v

flow or underflow at the bottleneck. More importantly, as analyzed

in [5], the AIMD rate control itself cannot upper-bound the max-

imum queue length at the bottleneck since the queue length is a
function of the superposition of the rate-gain parameters (i.e., ratgy proposed flow and error control scheme is illustrated in
ramp-up speed) of all traffic flowing through the bottleneck angly 1 ‘control packets are used to periodically convey both flow
their RTDs. The unbounded bottleneck queue length can cause£y error control information. The source sends a forward control
cessive packet losses, and thus costly retransmissions. Bottlenggt ot periodically, and the receiver replies to it by returning a
queue control is difficult because the number of active cross-trafig, ypack control packet to the source. The inter-control packet in-

flows through the bottleneck and their RTDs are unknevaniori a4 is typically a fraction of RTD. Control packet’s flow-control
to the data source and both vary randomly with time. information (ECN) is set by the receiver or IP routers when the
In this paper, we propose a second-order rate-control, caledcontrol packet passes through in either direction, and error-control
control, scheme to cope with the variations of cross-traffic flovisformation (ACK/NACK) is updated by thesceiver when return-
through the bottleneck and their RTDs. In particular, besidigy it to the source. When the returned control packet arrives at the
adapting the transmission rate based on congestion feedbacksthece, the control information is split into two parts: the flow-
source also adjusts the rate-gain parameter such that the nurgbatrol information contained in ECN is fed back to the rate con-
of retransmissions can be minimized while a high throughputtiller and the error-control information contained in ACK/NACK
achieved. Unlike TCP using an implicit congestion signal for colis forwarded to the error controller. Functionwise, the proposed
gestion controla-control employs a mechanism, similar to Exscheme consists of two decoupled components: flow-control and
plicit Congestion Notification (ECN) [6] set by an IP router, t@rror-control mechanisms.
detect an incipient congestion. The ECN-like mechanism can in-
form sources of congestion quickly and unambiguously, instegd
of making the source wait for either a retransmission timeout as
used in TCP-Tahoe [1], or three duplicate ACKs as used in TCP-The flow control is to dynamically adapt user demand to cur-
Reno [7], to infer network congestion. As a result, the detefently available network resources. The network resources con-
tion of an incipient congestion based on the ECN-like scheme agits of two parts: bandwidth capacity and buffer capacity. As dis-
prevent unnecessary packet losses and retransmissions causegidded in [10], the traditional AIMD rate control, which only ap-
the TCP flow-control scheme itself [8]. In addition, the propossslies direct increasing/decreasing control (first-order rate control)
scheme uses a new sliding-window scheme for error control, lwer source ratéR(t), is not effective enough to have the maxi-
decouples it from the rate-based flow control. Consequently, #@m queue lengtt,... upper-bounded by the maximum buffer
error-control window can be chosen as large as resources pegagacityC,,... This is because the first-order rate control can only
for high throughput since the transmission rate is independenigéke R(t) fluctuate around the designated bandwidth, but can-

Il. THE PROPOSEDSCHEME

The Flow-Control Mechanism
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Fig. 1. The proposed flow and error control scheme.

not adjust the rate-fluctuation amplitude that determiQgs,.. . the router sets the loc&##C N (Buffer Congestion Notifica-
Consequently, the first-order rate control only exercises the con- tion) bitto 1.

trol over bandwidth, but leaves bottleneck buffers un-controllegpike TCP that uses packet losses as an implicit congestion sig-

In [10] and [5], @ma. is analytically shown to increase with bothyg) - our congestion-detection employs an ECN-like scheme to

the rate-gain parameter and the connection’s RTD. In [S], we Qfstect incipient congestion and avoid eeessary packet losses.

veloped the second-order rate control, cakedontrol, to deal \ile our bandwidth-congestion detectigBl ¥ -bit) is similar to

with the RTD variation due to the bottleneck drift in a multicasty,e ecn mechanism, but the buffer-congestion detectR@ -

communication tree. bit) differs from ECN since it provides one more dimension to
In this paper, we propose to usecontrol to handle the vari- control the dynamics of flow-controlled system.

ations of the superposition of rate-gain parameters of the traffic,:ig_ 2 shows a pseudocode for the source rate control algo-
flows going through the bottleneck, and their RTDs as well. FUfm. The flow-control information carried by the feedback con-
damentallyn-control is the bottleneck buffer-queue control mechy g packet include€’ N and BCN. The forward control packet
an|sm,wh|ch make@mm converggtqthetarget buffer occupancy.grries a New Maximum QueuaV(M Q) bit which is used by
Qgoat (S€tpoint) in response to variations of both bottleneck crosge source to notify the routers along the connection path to re-
traffic flows and their RTDs. If the number of traffic flows sharing . jate their maximum queue lengths. Upon receiving a feed-
a bottleneck or their RTDs increas@... will get larger. When p4ck control packet, if the source detects a transition from a rate-
Qmaz eventually grows beyonQy..:, the buffer will tend to over- yecrease phase to a rate-increase phase (i.e., iiéh (Local

flow, |mply|'ng that the current value of the superposepl rate-gamv) is equal to 1, and th&' N bit in received control packet is
parameter is too large. The sources of all the connections Sha@?,gthen it is the time to exercise the buffer-congestion condrel (
the bottleneck must reduce their rate-gain parameter to preV&S‘r‘itrol). The rate-gain paramet& R (Rate-Increase Rate) is
packet losses, and thus costly retransmissions. On the other h%ﬂﬂjsted according to the one-step-&@'N value saved in the
WhenQ@mas < Qgoat, ONly a small portion of buffer space is uti-5ca) BoN (LBCN) and the currenBCN bit in the control
lized, implying that the current value of rate-gain parameter Of“ﬁbﬁcket just received. There are three variations: (B@'N is
aggregated traffic is too small for the redpced numbgr of Cro3S-R R is decreased multiplicatively by a factor 6D P (Gain-
traffic flows or RTDs. The sources should increase their rate-ggiRcrease Parametel) < GDP < 1); (i) if both LBCN and
parameters to avoid buffer under-utilization while improving thg ~n are 0. RIR is increased additively by a step of sigd P
responsiveness by grabbing available bandwidth quickly. (Gain-Increase Parametes)0; (iii) if LBCN =1 andBCN =0,

To distinguish the two classes of network-resource control, W R is increased multiplicatively by the same factor@DP.

define the following two types of congestions:

Bandwidth Congestianlf the queue lengti@(¢) at a router be-
comes larger than a predetermined thresi@id then the
router sets the local' N (Congestion Notification) bit to 1.

Buffer CongestionlIf the maximum queue lengtf,,., at a
router exceeds the target buffer occupam@y..;, where

For all of these three cases, the rate-decrease paraRéét
(Rate-Decrease Parameter) is adjusted according to the estimated
bottleneck bandwidttBW _EST. Then, the localv M Q@ bit is
marked and the receivd8lC N bit is saved inLBC' N for the next
a-control cycle. The source always exercises the (first-order) rate
control whenever a control packet is received. Using the same, or
updated, rate-gain paramefef R and RD P, the source regulates

Qh < Qgoai < Cmaez andCyy,q is the buffer capacity, thenits rate R based on AIMD algorithm according to the feedback



ZHANG AND SHIN: SECOND-ORDER RATE-BASED FLOW CONTROL WITH DECOUPLED ERROR CONTROL FOR HIGH-THROUGHPUT TRANSPORT PROTOCOLS 4

00.0n receipt of Control Packet: 00.0n receipt of Data PacketP(k, CN):
01.[1] Flow Control: 01.[1] Flow Control:
02. if (LCN = 1 A CN = 0) {! Buffer congestion control corition 02. Local CN := CN Vv Local_CN ! Bandwidth congestion notification
03. if (BCN = 1){RIR:= GDP x RIR};! Dec RIR multiplicatively 03.[2] Error Control:
04. elseif(BCN =0A LBCN =0) 04. if (Cur_Arr = Recv_Left Ak = Cur_Arr) {
05. {RIR := GIP + RIR};! Increase RIR additively 05. Cur_Arr := Cur_Arr 4 1;! Updating next expecting seq. number
06. elseif(BCN =0ALBCN =1) 06. Recv Left := Cur_Arr;! Update left-edge sequence number
07. {RIR := RIR/GDP},;! BCN toggles around target 07. Last_Bimap := Cur_Arr };! Update starting pointer position
08. RDP := ¢ RIR/BW-BST.| ppp ypdating 08. if ((Cur-Arr > Recv Left Ak = Cur_Arr)
09. LNMQ :=1}; !Start anew measurementcycle 09. V (Cur Arr = Recv Left A k > Cur_Arr)
10. if (CN = 0){R:= R + RIR};! Increase source rate additively 10. V (Cur _Arr > Recv Left Ak > Cur_Arr)){
11. else{R := R x RDP};! Decrease source rate multiplicatively 11. Recv BIT M AP[k — Last_Bitmap] := 1;! Set new bitmap bit
12. LCN :=CN; LBCN := BCN;! SaveCN, BCN 12. Cur_Arr := k + 1; }! Update next expecting sequence number
13.[2] Error Control: 13. if (Cur_Arr > Recv_Left A k < Last_Bitmap) {
14. if ACK(N) received{ ! Positive ack received 14. Received retransmission-packet processing;
15. Send_Left:= N; Discard packets witpkt_segn < N;}; 15. Deliver all packets in sequence to user; ! Sequentially deliver
16. if NACK(N, M, Recv BIT _M AP) received{ ! NACK received 16. UpdateRecv Left}; ! Update left-edge pointer of error window
17. Send_Left:= N; Discard packets withkt_seqn < N; 17.0n receipt of Control Packet:
18. Send_M := Send_M + M ;! Update sender’s bitmap length 18.[1] Flow Control: . ] o
19. Send BIT M AP Recy BIT_M AP}IConcatenate bitmap vectors 19. CON := CN V Local CN; ! Bandwidth congestion nofification
20.[2] Error Control:
Fig. 2. Pseudocode for sending end protocol. 21. N := Recv_Left;! Correctly acknowledged packet sequence number
22. if (Recv_Left = Cur_Arr) { ! No lost packets
i i 23. send_ACK:= TRUE}; ! Need to send ACK message
CN bitset by the receiver or IP routers. 24. if (Recv_Left < Cur_Arr) {! Lost packets notrecovered yet
25. M := Cur_Arr — Last_Bitmap; ! Length of receiver bitmap vector
B. The Error-Control Mechanism 26. send_AC K := FALSE}; ! Need to send NACK message

27. if (send_ACK = TRUE){

The proposed scheme realizes both Negative ACKnowledgg- e,s:{g’;dng";y;ﬂgz‘;@gﬁgg%B gg}\;ﬁCK(N )} Send ACK

ment (NACK) error detection and Selective Retransmission recae- NACK(N, M, Recv_BIT _M AP));! Send NACK
H H i . Recv BIT_M AP := 0;} ! Reset the current cycle’s receiver bitmap
ery. Using the NACK error detection, a receiver sends a NAC%% Last_Bitmap := Cur_Arr; ! Update receiver bitmap starting position

when it detects a gap in the sequence of packets it received. Com=
bining with selective retransmission, a NACK contains a range
of the sequence numbers of packets that have been lost and will ] )
be selectively retransmitted. The NACK mechanism and periodi@l; (iii) Last_Bitmap — the value ofCur_Arr when sending
control-packet feedback avoid the usually-difficult timer desighe last feedback control packet in the last error-control cycle. If

and minimize the dependency of the error and flow-control pélll Packets are received correctly, th&acv_Left = Cur Arr.
formance on RTDs. When some packets are lost or received in error beftuwe_Arr,

a receiver-bitmap vectoRecv_BIT_M AP (see Fig. 1) for the

At. the sender,’all data packets are sequgnce-numbered, &Pent error-control cycle is used at the receiver to record which
put in the sender’s buffer before being sent into the network,ﬁ

S . Scket has (not) been received correctly by bit 1 (0) during the
shpvyn in Fig. 1. A sent packet is not removeq from the puffer Udirrent error-control cycle. The length &fecv _BIT_M AP is
til it is correctly acknowledged. The transmitter maintains threaeetermined W := Cur Arr — Last_Bitma

sender-buffer pointer variables: §end_Left — the maximum T B p- _ o
packet sequence number below which all packets have been cofs Pseudocode for the source error-control algorithm is given
rectly acknowledged; (iifend_Nezt — the sequence number ofin Fig. 2. After receiving a feedback control packet, if the
the packet to be sent next; (iiBzmit_Nezt — the sequence error-control message is ACKY), the transmitter first updates its
number of the packet to be retransmitted. Associated with thend-Left by N (the Recv_Left at the receiver). Then, all pack-
error-control window at the transmitter is a sender-bitmap ve8tS With sequence numbers N are removed from the sender
tor, Send_BIT_M AP where bit 1 (0) indicates the correspondinguffer because they have been correctly acknowledged. If the
packet has (not) been correctly acknowledged within the retraf&or-control message is NACK{, M, Recv BIT_MAP), in
mission error-control window at the transmitter. addition to updatingend_Le ft by N and removing all correctly
cknowledged packets from the sender buffer, the transmitter in-

Decoupling the error control from the flow control, we can S%reasessend BIT MAP's lenathSend_M by M. and concate-
the error-control window siz® (see Fig. 1) as large as the buffe esSend B_IT Jl/:fAP with RchJBIT_MA);D '

resource permits to avoid any decrease of source transmission rate ) . .

due to packet losses. However, the required error-control win-A Pseudocode for theeceiver error-control algorithm consists
dow (buffer) sizeW at both sender and receiver for oubposed of two parts: data and control packet processing, as shown in
scheme s in fact quite limited because we give the lost packdd- 3. When a data packét(k, CN) is received, wherd: is
(pointed by Rzmit_Nezt) a higher priority to be retransmittedthe packet sequence number &W is the ECN-bit marked by IP

than the packet (pointed tSend_Nezt) to be transmitted for the routers and carried in each data packet header, the receiver needs
first time. In addition, our proposed scheme uses the perio&fcdeal with the below three cases:

control-packet feedback with a period smaller than RTD, which, Condition(Cur_Arr = Recv_Left) A (k = Cur_Arr) indi-

Fig. 3. Pseudocode for receiving end protocol.

further reduces the required error-control window (buffer) $ize cates that no packets were lost (or all losses have been recov-
at both sending and receiving ends. ered) and the current arrival is also in correct sequence order.

As shown in Fig. 1, the receiver maintains three receiver-buffer So the receiver just needs to increase its three receiver-buffer
pointer variables: (i)Recv_Left — the maximum packet se- control pointers by 1.

quence number below which all packets have been correctly res Condition((Cur_Arr > Recv_Left) A (k = Cur_Arr)) vV
ceived; (ii) Cur_Arr — the immediate-next packet sequence ((Cur_Arr=Recv_Left) A (k > Cur_Arr)) V ((Cur_Arr
number that follows the packet correctly received in the last ar- > Recv_Left) A (k > Cur_Arr)) implies that there were
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~—
00.0n receipt of a DATA PacketP(CN): DR A— QM) } ,,,,,,, T —
01. if (outputlink# busy){ sendP(CN V Local_.CN) } ! Output packet R(t) ;

02. elseif(sizeof (dataque)=¢) { dropP(CN);} ! Packetloss occurs Sender ”(:) Receiver| |
03. else{ enqué¢data_gue, P(CN)); } ! Buffer this packet I Q. Q.Q
04. if (sizeof(data_que) > Qp) {Local CN :=1;}! Bandwidth congest : goal <l

05. elseif(size_of(data_gque) < Q;) {Local .CN :=0;} ! No BW congest 3 ;
06. if (size_of(data_que) > Q'm,a.a:) {Qmaz = size_of(data_que);} ”7””””7””””7”””7””””7””””7”””7”””””:7_{_7; 777777777777777777777
07. if (Q@maz > Qgoar) {Local_ BCN :=1;} ! Buffer congestion . T=Ti+Tp .

08. else{Local_BCN :=0:} ! No buffer-congestion Fig. 5. System model for a transport protocol connection.
09.0n receipt of a feedback Control PacketP(C N, BCN):

10. CN:=Local CN v CN;! CN processing

11, BCN=Local BCN v BON: |BCN processing tem by using the first-order fluid analysis, where two real-valued
12. send Control Pack@(C'N, BCN) to up-stream node; functionsR(t) andQ(t) represent the source-rate and the bottle-
13.0n receipt of a forward Control Packet P(NM Q): _ H i
14§ (NMQR1) {Local. BON = 0 Quman = 01} | New cycle starts ne.ck gueue-length fgnctlons, respectl\(ely. We also assume the
15.  send control packé(N M Q) to down-stream node; existence of only a single bottleneck with queue lergh) and

Fig. 4. Pseudocode for IP routers. a “persistent” source, which always has data packets to send at

a rate subject tdR(¢), for each onnection. Such a data source

lost but not recovered packets, or there are new losses immydel does represent many bulk data-transfer applications such as
diately before the current arrival, or both. In this case, therge file transfer and image retrieval.

receiver needs to record the newly lost packets and mark the

just received packet iRecv_BIT_M AP at the correspond- A, System Description and State Equations

ing bit position specified bk — Last_Bitmap). Then,

Cur_Arr is updated by its new value+ 1. Fig. 5 depicts the system model for a transport protocol con-
« Condition(Cur_Arr > Recv_Left) A (k < Last_Bitmap) nection under the proposed flow-control scheme. The connection

means that the current arrival is a retransmission and tharedel is characterized by a set of flow-control parametErsep-

are still unrecovered losses. A = Recv_Left, then the resents the “forward” delay from the source to the bottleneck, and

transport protocol can deliver this packet and all subsequéatthe “backward” delay from the bottleneck to the source via the

packets, if they are all in sequence order, to the applicatitgeeiver. Clearlyl, = 7 — Ty, wherer is the connection’s RTD.

layer. As correctly-acknowledged packets are removed frobhe source data rai(t) is dictated by the bottleneck’s currently-

the receiver bufferRecv_Le ft is updated to its new position.available bandwidth capacify (BW). WhenR(t) > p, the bot-

However, ifk > Recv_Left, then there must be the packetleneck queue)(t) builds up, and the bottleneck drops newly-

being lost multiple times. We developed an efficient fals@riving packets if9(t) reaches buffer capacity The bandwidth

alarm-free algorithm to deal with multiple losses of a packetpngestion (se€'N = 1) or buffer congestion (s€8CN = 1) is

but omitted it here due to space limit. detected ifQ(¢) > Qn 0r Q(¢) > Qgoai-

When a control packet is received, the receiver needs to handle twAccording to the rate-control algorithms described in Section Il,
cases: (1) ilRecv_Left = Cur_Arr, indicating that no loss or all the first-order (AIMD) rate control can be modeled by the follow-
losses have been recovered. So, it returns an ARekf_Le ft) to ing state equations:

the source. (2) IRecv_Left < Cur_Arr, there are still unrecov-

ered losses. So, it returns a NAQK( M, Recv_BIT_M AP) R(t) = R(to) +a(t —to); IfQ(E—Ts) < Q )

to the source, wher&:= Recv_Left and M = Cur_Arr — - R(to)e—(l—ﬁ)(tl"”; If Q(t —Tp) > Qn
Last_Bitmap (see Fig 3). Then, resdkecv BIT_M AP to 0. . N

Whenever receiving a control packdigst_Bitmap is updated Q) = / [R(v —T}) — uldv + Q(to). 2)

by Cur_Arr. to

C. Flow and Error Control Algorithms at IP Routers where the rates “additive increase” and “multiplicative decrease”

are modeled by “linear increase” and “exponential decrease”, re-
Fig. 4 shows a pseudocode for the IP router algorithm whighectively, in a continuous-time domain [11]; and= £ (RIR)
handles three different events as follows. andB =1 + log (RDP) for a rate-adjustment interval (control
When a data packet received: forward it if the output link igacket interval).

idle. If the link is busy and its buffer is full, then drop this The second-order rate control described in Section Il is a
packet; else buffer the packet. Mark thecal _C' N bit (to set  discrete-time control process since it is only exercised when the
ECN-bitin data packet header), if the queue size exc@eds source rate control is in a “decrease-to-increase” transition based
SetLocal BCN :=1 (buffer congestion), imaz > Qgoat;  on the feedbaclBCN. According to our proposed flow-control
otherwiseLocal _BCN := 0. scheme in Section Il, and using Eq. (1), the second-order rate con-

When a feedback control packet received: mark @ and trol can be modeled by the following equations in the continuous-
BCN in the control packet b¥ocal CN andLocal_BCN, time domain:

using an OR operation.

When a forward control packet received:NfM Q is set, start- an+p; if BOCN(n—1,n)=(0,0),
ing a new rate-control cycle, it reset@,,,, = 0 and Ani1 =14 9an; if BCN(n) =1, (3)
Local _BCN = 0 for the next buffer-congestion control. 20 if BCN(n —1,n) = (1,0),

Hl. THE SYSTEM MODEL wherep = L(GIP) (p > 0) andg = GDP (1 > q > 0) for rate-

A transport-layer connection under the proposed flow-cont@ffiustment intervah. Since the second-order rate controRi)

scheme is a dynamic feedback control system. We model this Sgsapplied tm:%, we also call itz-control.
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B. Rate-Control Performance Analysis RO

Using Egs. (1)—(2) for the case Q.. < £, we derive a set of
rate-control performance expressions. We only list some of themQt
which will be used in the following sections, but others and more ®

detailed derivations can be found in [10]. Fig. 6 illustrates th@max%f

dynamic behavior oR(¢) andQ(¢). The maximum ratd,,z IS
given by:
(4)

whereT,=,/%2= is the time forQ(t) to reach@y, from zero. We
define the time folR(¢) to increase frong to Ry,q. by:

A /2
Tmam:Tf‘|‘Tq+Tb:Tf‘|‘ %‘i‘Tb

Then, the maximum queue length is expressed as

Rooe =+ Oé(Tq + Tf + Tb)

(5)

Tmaz T4
Qmam = / at dt + / (Rmame_(l_ﬁ)% — ,U:)dt (6)
0 0

whereTy is the time forR(t) to drop fromR,,.. back toy, and is
obtained, by lettindR(Ty) = u, as:
A ©
Ty = — l . 7
d (1 —ﬂ) og Rous ( )
Then, the maximum queue length is obtained as:
a A © ©
maz — _T2 Tmam =1 . 8
Oree = 5T a2 (Tt i 22 ). @

Let 7; be the duration fof)(t) to decrease from .. to Q;, and
thenT; can be determined by:

T,
Qmam - Ql = / ,U,(]. - e_(l_ﬁ)%)dt (9)
0

So,T; is the non-negative real root of the non-linear equation:

—(1—ﬁ)% 1—,3T_ Qmam_Ql ]-_/B —1=0. (10
€ + NI " A (10)
The minimum rate is then given as
R = e (1) (11)
We define the rate-control cycle as
TET, +T,+T +2r+ T, (12)

whereT, = (“_57’”) is the time forR(¢) to grow from R;r,
to p with the newa* specified by thex-control law Eg. (3). The
average throughput can be obtained by

1 to+T 1 Tomaz

— R(t)dt = — £)dt
T/tu (0 T[/ (1 +at)
Te

T,
+/ Rmme—(l—ﬁ)%dur/ (Rmm—i—a*t)dt] (13)
0 0

1>

R

whereT, = Ty + T; + 7. Simplifying Eq. (13), we obtain

1 A

E = T maz T o
T 1-3

|:,U'Tmam + %T’iam +R

: (1 _ e—(l—ﬁ)%) + T Ryim + %Tf]. (14)

I
|
ngal =

[N
[
[
i
ol
[
[
[
L —
-

th‘Lf 77777
Qe i
Oty T Ta !l T

T
Fig. 6. Dynamics oR(t) andQ(t) for Qmaz < & (= Crmaz)-

IV. PACKET-LOSSANALYSIS

In reality, the buffer capacit§ at a bottleneck router is always
finite. In this section, we consider the case wh@rg,. > £ and
packets are lost due to buffer overflow.

A. Packet-Loss Calculation

In order to quantitatively evaluate the loss-control performance
of the proposed error and flow control scheme, we introduce the
following definition:

Definition 1: The packet-loss rate denoted byy, is the per-
centage of the lost packets among all the transmitted packets and
the link-transmission efficiency, denoted byn, is the fraction
of packets successfully transmitted (without retransmitting them)
among all packets transmitted; and thesndn of one rate-control
cycle are expressed as:

p

A P
TR TR

5y and nél—’yzl— (15)
whereT is the rate-control cycle specified by Eq. (12)is the
number of lost packets duririy, and R is the average throughput

determined by Eq. (14). O

The link-transmission efficiency is an important metric for
flow and error control since it measures the percentage of link
bandwidth used by successfully-transmitted packets without any
retransmission. The following theorem gives an explicit formula
to calculate the number of packet losses from which bothand
~ can be derived.

Theorem 1:If a protocol connection with the buffer capacity
Qn < & < oo is flow-controlled under the rate-control scheme
described by the state equations: Egs. (1)—(2)@muntrol law
defined in Eq. (3), then the numbgrof lost packets during one
rate-control cyclél” is determined by:

% « (T’r?’baz: — t?) — ,U:Td + Rmamﬁ

. |:1 i C_%T‘i} ; if tg S Tmam
p=
um (tg — Doz — Td) + Rmamﬁ
At R
(16)

where all variables are the same as defined in Section Ill, except

thatt; = /2 if ¢ < 1aT2,,; elset; is the non-negative real
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Tlf sim: 1= :2%; ms e ) w
num: t=3.2ms g
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Z 200 - ° sim:t1=23ms & L
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- p . = 09 | simt=27ms e o b
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. L - V im:t=32ms ©
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Rate-Gain Parameter : a (packets/ms®) Rate-Gain Parameter : a (packets/msz)
Fig. 7. Number of lost packetg)vs. a. Fig. 8. Link-trans. efficiencyr{) under retransmissions va.
root of the following non-linear equation Neither over-allocationg;(k) > ag00:, NOr under-allocation
a:(k) < agoq is desirable and efficient, as over-allocation may re-
1, A (1)t Tmes sult in packet losses and under-allocation yields poor transient re-
3T mee + Rmas 17— 3 l—e s sponse, buffer utilization, and transmission throughput. The goal
(t — Tonas) — € = 0 (17) of a-control is to drivec(k) t0 agoq: as close as possible and as
H% maz - fast as possible from any initial state.
if ¢ > laT? Definition 3: The fairness of «-allocation (k) = (c1(k),
27 maz: _ . o _ -+, an(k)) for n connections of the same priority sharing the
Proof: The detailed proofis provided in Appendix A. O  common bottleneck at timé is measured by th&airness index
. A n (B2
, defined ag(a(k)) £ Rl O
B. Performance Evaluation of Loss Control =1 %

| . Notice thatl < g(a(k)) < 1. ¢(c(k)) = 1 if as(k) = o (k),
Consider the bottleneck with = 367 packets/ms (155 Mbps).y; - ;. This corresponds to the “best” fairness(a(k)) = L if
¢ = 400 packets@, = 50 packets, and = 0.6. Fig. 7 plots the hg entiren is allocated to only one af active connections. This

npmber of lost packetg;, obtained frpm Eq. (16), again&t.for corresponds to the “worst” fairness agtke(k)) — 0 asn — oo.
different RTD7’s. We observe thap increases withy, and if So,4(a(k)) should be as close to 1 as possible.

is given,p gets larger as increases. It is therefore necessary to . .

apply a-control to reduce the packet losses due to the increased "€ @-control is a negative feedback control over the rate-
of the number of cross-traffic flows and their RTD's. Packet lossa@" Parameter, and computes(k+1) based upon the cur-
cause retransmissions, and thus affect link-transmission efficier| nt value a(k) and the feedbackBC’N(k—l_, k).~ Thus,

In Fig. 8, the link-transmission efficieneyis plotted versus for ¢ k+1) can be expressed by the control fl.mCt'O.mk.’L.l) =

the same parameters. As illustrated in Fign8; 1 at the be- g(e(k), BCN(k—1,k)).  For implementation simplicity, we
ginning, implying that there is no retransmission (losses) i§ only focus on a linear control functlog(A-,-) by which we
small enough. When increases, Fig. 8 shows thats a decreas- mean a(k+1) = g(a(k), BCN(k—1,k)) = ptga(k), where
ing function ofa, and drops faster for largers. For instance, coefficientsp and ¢ are determined by feedback information
v =1 — n < 2% of packets need to be retransmitted ifs con- BCN(k—1, k). The theorem given below describes the feasibility
trolled to be smaller than 50 packetsfnfer r = 2 ms, but to and optimalness of the linearcontrol, which ensures the conver-
keepn > 98% forT = 3.2 ms,a needs to be limited to no largergence ofa-control to the efficiency and fairness of buffer alloca-
than 22. Using the NetSim, we also simulated packet-losaesl tion.

link-transmission efﬁCienCW, which agree well with the numeri- Theorem Z:Supposen connections Sharing a common bot-

cal results (see Figs. 7-8). tleneck are synchronously flow-controlled by the proposed
control. Then, (1) intransientstate, thex-control law is feasi-
V. EFFICIENCY AND FAIRNESS OFa-CONTROL ble and optimal linear control in terms of convergence to the ef-

_ . . ficiency and fairness of buffer allocation; (2) éguilibriumstate,
SinceQmaq (@) is a one-to-one function betweéhn.. anda  thea-control law is feasible and optimal linear control in terms of
as shown in Eq. (8), buffer-allocation control can be treated equivaintaining the efficiency and fairness of buffer allocation.
alently bya-allocation control. We introduce the following crite- 5. )« The detailed proof is provided in Appendix B. O

ria to evaluate thex-control law for buffer management in terms X .
of a-allocation. Remark. Theorem 4s an extension from bandwidth control [12]

to buffer control, but differs from [12] as follows. Unlike the

. \ ; ; bandwidth control exerted at the control-packet transmission rate,
the rate-gain parameter aF tirkdor n CO””?‘{“"”S sharing a COM-the o-control is exercised once every rate-control cycle. As are-
mon bottleneck characterized byou = Qoe(@goat)- Theeffi- g1t theq-control distinguishes transient state from equilibrium
ciencyof a-allocation is defined by the closeness between the Yiate and applies different control algorithms to these two states,

perposedx-allocation,c:; (k) = >, ai(k), and its target value which makesx;(k) not only monotonically converge to, but also
Cgoal.- O lock within, a small neighborhood of its targef..;. Since the

Definition 2: Let vectora(k) = (a1(k), - -, an(k)) represent
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M Transient State for AIMD Algorithm: ------ -
Equilibrium State: ~—— Transient State for o— Control Algorithm: ——
@ | Equilibrium State for d—Control Algorithm: ——

Falrn&sLlne Fairness Line

Fig. 10. The simulation model.

@
Ogoal

Efficiency Line Efficiency Line the monotonic convergence to the neighborhood of efficiency-line

in both increase and decrease phases, but also improves the fair-

oy ap
=6 O =18 O U5a=6 U =18 ness index frong((0)) = 0.725 to ¢(cx(ks)) = 0.971 as shown
() a(k) —> efficiency/fairness. (b) a-control vs. AIMD. in Fig. 9(a), wherex(ks) = (7.65, 10.838) is closer to the fairness
Fig. 9. a-allocation convergence to efficiency and fairness. line thana(0) = (3.035, 12.76).

Example 2. The second example comparescontrol with the
AIMD (Additive-Increase and Multiplicative-Decrease) algorithm

total allocatione;(k), or the number of connections, keeps o - .
going up and down due to the cross-traffic variation in real néPPlied tox (see Fig. 9(b)). The parameters an(D) are the ?gme

works (or equivalently, the target-allocation for each @annec- as in Example 1 except tha..; reduces to, and stays witd, .,
tion is “moving” up and down), it suffices to ensure convergencsiter a(k) reachesx(1). We observe that both schemes share the
to fairness/efficiency in transient state and maintain the achiewgshtrol trajectory fromx(0) up toa(k1). However, aftex(k) is
fairness/efficiency in equilibrium state. driven toa(ky), the two trajectories split. Under-control,o(k)

Using the analysis of Section IIl, we compute two examples irf@nverges to an equilibrium state and locks itself within a small
2-Dimension space (for two connections) to showdkalocation neighborhood o&_g‘;)al: {(1.32,3.87), (1.65,4.838)}. In contrast,

convergence under the-control in terms of efficiency and fair- ynder the AIMD algorithma (k) does not confine itself within a

ness. As shown in Fig. 9, any-allocation of two connections at : (2) . k h
ek ha-coni s 1eresetad a5 o) (o) yrencor 200k S, ko) camot versach
in a 2-Dimension space. All allocation poir{is; , ce2) for which any equilibrium state.

. , : - ks _
a1+ay = ag.q form theefficiency lineand all points for whicla, ~ “overshoot” for the AIMD ata(k2) is as high al%2) — Qgour =
= a; form thefairness linewhich is a45° line. It is easy to ver- 261 — 200 =61 packets, which is about 9 times as large as that for

. . ki+1
ify that an additive increasép, az)+p 2 (a1+p, az+p), COITe- a-control (with the maximum overshoot equal@éw;" )—ngal
sponds to moving upp0) along a45° line, and a multiplicative = 207 — 200:7). So, even though the AIMD algorlthm_ is better
) A than e-control in term of speed of convergence to fairness, the
decrease or increasg(a1, az) = (ga1,9az) (0<g<1 org>1), AIMD’s maximum buffer requirement and potential loss rate are
corresponds to moving along the line that connects the origindg,ch higher thar-control, especially when the variation af

(a1, o). the number of connections, or RTE:(2) — 7(1)) is large
Example 1. Let two connections sharing a bottleneck be flow- ’ e ™ 9e:

controlled by thex-control law. The connection bottleneck is
characterized byu = 184 packets/msQ g,q; = 200 packets@y = VI. PERFORMANCEEVALUATIONS

18 packets, and =2 ms (S0pgoq = 18 packets/my. Consider a Using the NetSim, we built up a simulator which implemented

scenario (see Fig. 9(a)) whetg,., is equal tm_glo)al =18initially,  our proposed flow and error control scheme. As shown in Fig. 10,
but reduces tug‘;)al = 6 at thek;-th a-control, and then returns tothe simulated network consists of three connectiéhs C,

(1) _ . and C3 which share a common network bottleneck link between
O g0a AftET theks-th a-control. The variation Ofigoq; isdue tothe poser 1 and Router-2. The connectiorC;'s data packets are
variation in the number of connections betweer 2 andn =6,  gent from sendes; to its correspondingeceiverR;. The simula-
or due to the variations in betweenr(*) = 2 ms andr(*) =3.34  {jon parameters for the network are bottleneck bandwidth367
ms. We takey = 0.8 andp = 4 for the two connections witlp o4 packets/ms (155 Mbps), RTDs= 2 ms, andRouter-1's buffer
=200 andT =2 ms. Thus,%p =2 for each of the twoennections. sjze¢ = 800 packetgfor Qmaz < &), Oré = 400 (for Qrmaz > £).
Supposex(0) = (3.035, 12.76) initially. Then, bya-control,a(1)  For rate-control parametery = 50 packets o = 300 pack-
= a(0)+2 =(5.035,14.76) anda(2) = 0.8cx(1) = (4.028,11.81) ets, Ry = 30 packets/msA = 0.4 ms,q = 0.6, p= 2.9, oo = 8.7,
sinceay(0) + ax(0) = 15.795 < ag(;t)al anda;(1) 4 ay(1) = 14.7, and17.7 packets/rﬁ for Cy, Cy, andCs, respectively.Cy

(1) _ tarts transmitting ato=0, C; att;=245 ms, andC3 att,=710
19.795 > ag,,- Thus,a-control enters equilibrium state aroun s such that the number of active connections, denoted bry:
ag(ylo)al during whicha(k) fluctuates betwee(4.028,11.81) and creases from 1 to 3. Consequently,andt; partition the entire
simulation time 1000 ms into 3 period®; = [0, 245] withn =1,
al ! Ty =[245,710] with n = 2, andT = [710, 1000] with n = 3. We
ken anda(k) converges to a new equilibrium state multiplicagjn,|ated the network equipped with thecontrolled and nore-
tively by 5 a-control cycles, and fluctuates betwen32, 3.87)  ,nirolled schemes. The simulated source ) (i=1,2,3)
and(1.65, 4.838). Finally, a 4.4 returns back tmz_f;)al, a(k) con- and the bottleneck queue lengdit) are plotted in Figs. 11(a)—(d)
verges to the new equilibrium state additively througi-8ontrol for thea-controlled scheme, and in Figs. 12(a)—(d) for the mon-
cycles and fluctuates betwe¢f.12,8.671) and (7.65,10.838). controlled scheme. We compare the two schemes in the following
We observe that in transient state.control not only guaranteestwo cases.

(5.035, 14.76). Whenag,, reduces tax2), equilibrium s bro-
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(d). Q(¢) with error control exerted (d). Q(¢) with error control exerted
Fig. 11. Dynamics oR;(t) andQ (t) with a-control. Fig. 12. Dynamics oR?;(t) andQ (t) with non«-control.
CASE . Qumqe < & = 800: error control not exerted. Qg0a1’S NEighborhood within 2 transient cycles. Additionally, con-

(1) During T1 (n = 1). For thea-controlled scheme, Fig. 11(a)vergence to the buffer-occupancy fairness underatioontrol is
shows thatR:(¢) converges tou;=367 packets/ms since only also verified byCy, Cy’s per-connection queue; (t) andQs(t)

C, is active andR;(t) grabs all the available bandwidth. Fromsee Fig. 11(c), the zoom-in picture of Fig. 11(b)), which con-
Figs. 11(a)-(b), we observe that experiencing one transient cy@ege to each other during the two-cycle transient statesice
due toQ(¢)'s MaxXimum@qae = 190 < Qgow at beginning, the Q(t) = Q4(t) + Q2(t)). By contrast, for the nom-controlled
rate-gain parameter; of Ry (t) is linearly increased bg-control scheme, Fig. 12(b) illustrates th@t,.. shoots up to 590 and re-
such that@,,. converges to and stays withiy,.;'s neighbor- mains above 520 even after entering the equilibrium. Moreover,
hood. With sufficient available buffer ape, the increased en- Fig. 12(c), the zoom-in picture of Fig. 12(b), shows that buffer oc-
hances the system responsiveness to grab newly created availalancy is not fair becaus®,... of Q1(t), which is larger than
bandwidth if any. In contrast, for nos-control, Fig. 12(a) shows Q,,,, of Q2(t) during transient state, becomes smaller than that of
Ry(t) also converges tp; =367, butQnm.. (see Fig. 12(b)) is Q,(t) after entering the equilibrium & (¢)’s rate gain-parameter
always 190 durindly, utilizing less than 25% of buffer capacitya, = 8.7 is smaller tharR(¢)’s rate gain-parameter, = 14.7.
without enhancing the system responsiveness. (3) During T5 (n = 3). At ¢t = 710 ms, Cjs joins in, thusn in-

(2) During T3 (n = 2). For thea-controlled scheme, Fig. 11(a)creased to 3. For the-controlled scheme, Fig. 11(a) shows that
shows Ry (t) and R»(t) experience two transient cycles duringfter 2 transient cyclesR;(¢) and Rz(t) both yield some band-
which Ry (t) gives upspui = 2 bandwidth toR,(t). Fig. 11(b) width to Rs(t) such that they take one third bandwidth each.
shows that a big queue build-dp,... = 590 starting att; = 245. Again, Fig. 11(b) shows thap,,... increases dramatically up to
This is expected because the the number of activmections in- 585 att, as a result of one more connection joining in and
creases from = 1 ton = 2, and thus the new superposed rate-galh With the a-control, Q,,q. quickly returns toQg.q:'s neigh-
parameter is in effect equal to the sum of eachrection’s rate- borhood within 2 transient cycles. In contrast, for the ren-
gain parameter. Driven by the-control, bothR;(¢) and Ry(t) controlled, afterQ,,. jump up to 700 (see Fig. 12(b)), it never
reduce their rate-gain parameters such fat,. converges to drops from 700 all time i5.
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a-Control-Based Protocols Non-a-Control Based Protocols
Ci | Ttra'n.s Ntra'n.s | Nrec'u | Nretrans | Y | n | Etra'ns | E'rec'u Ntra'n.s | Nrec'u | Nretrans | Y | n | Etra'ns | E'rec'u
C; | 1000 || 175559]175333 226 1.289e-3 99.871 % 175.559 175.333| 163171 160877 2294 1.405e-7 98.595 %] 163.171] 160.877
Cy | 755 102642|102489 153 1.491e-3 99.851 % 135.950 135.747| 96142 | 92373 | 3769 3.920e-2 96.080 %[ 127.340 122.348
C3 290 27097 27048 |49 1.808e-3 99.819 % 93.438 | 93.269 || 25485 | 23748 | 1737 6.816e-2 93.184 %] 87.879 | 81.890
TABLE |

ERROR AND FLOW CONTROL PERFORMANCECOMPARISON BETWEENx-CONTROLLED AND NON-a-CONTROLLED SCHEMES.

CASE Il. @pmaz > &€ =400: error control exerted. Based on the simulation data for a single connection, TABLE
The other parameters remains the same. Forattftentrolled [l compares thex-controlled protocol with the non-controlled
scheme, Fig. 11(d) shows that the packet droppings only ocguotocol in terms of transmission time and packet losses for trans-
during the short transient (only 2 cycles) state startinty and ferring bulk data files of different sizes. The network and flow-
t2, whereQ(t) = £&. However, as soon as the flow-controlledontrol parameters are as follows. For both éheontrolled and
system, driven by the-control, settles down to an equilibriumnon-c-controlled schemeg,= 300 packets ;..; = 200 packets,
state, the bottleneck stops dropping packetabise@ .. al- u = 155Mbps;y = 2 mSA = 1 ms,ag = 91.6 packets/m& butg
ready converges to the neighborhoodny,.; upper-bounded by = 0.6 fora-control.

€. Since there is no packet dropping during the designated equir.o TABLE-II. we observe that for any given file size (K-
librium, and thus no need for retransmissions, we call the opti te), the nom-céntrol scheme’s transmission time, denoted by
equilibrium state specified by the-control theretransmission- T, is larger thare-control scheme’s transmission time, denoted

free equilibrium stateThe retransmission-free equilibrium of thqJ T,. As shown in TABLE-II, T is about20% larger thar’
a-control ensures that the need for the retransmission due to c}4(| scenarios simulated. T7headifferendé,; — T, of the WO

gestion is minimized. In contrast, Fig. 12(d) shows' that, for th& hemes measures the performance improvemesmtaaitrolled
non-e-control, packet-droppings occur not only during the tra%:I

: . ) ! rotocol over the nore-controlled protocol, in terms of file trans-
sient state when the number of active connections increases ission time. TABLE Il also show&s — T, monotonically in-

andt,, but also after the system enters an equilibrium state. lfaqes as the file size increases. This is expected since, as shown
fact, as shown in Fig. 12(d), the nencontrolled scheme may j, TABLE |1, the number of lost packets ¢ss is fixed for a-
never reach a retransmissinee equilibrium state. controlled scheme (where loss only occurs during the transient
During the packet-loss periods, our proposed error-contehte, and no-loss/retransmission-free — duerdcontrol — is
mechanism is kicked in and each lost packet is retrésth(can achieved during the equilibrium state) while the number of lost
be more than once if it is lost again) until it is successfully rgpackets i osg increases with the file size for the naneontrolled
ceived. TABLE | collects the error and flow control data from th&cheme (where loss occurs during both transient and equilibrium
three connectionSy, C2, Cs, under bothw-controlled and nomx-  states). Note that the total loss number during a file transmission,
controlled schemes. As shownTmsLE I, the number of retrans- denoted byLoss (with its unit converted into K-byte) in TABLE
missions, denoted by, c:-qns, i.€., the number of lost packets, igl, includes both the single-loss and multiple-losses which means a
verified by difference ofV;.»s (the number of both transmittedpacket is lost and retransmitted multiple times before it is correctly
and retransmitted packets) minds.., (the number of correctly received at the receiver. If a packet is retraiiged m (>1) times
received packets) during the transmission time pefiogh.;. The before it is received correctly, it will contribute losses td_oss
corresponding packet-loss rageand link-transmission efficiency
7 are calculated bipefinition 1

Non-a-Controlled a-Controlled
For thga-_controlled scheme, we observe that the number 6 STZe(KB) || Tz (s) [ Loss(KB) || Ta (ms) | Loss(KB) || Tx = Ta (7S)

retransm|ss_|onsz!_\/;mms an'd Ipss ratey are very small and the =55 94 474220 102971121 51503
correspondmg link-transmission eﬁICIGHQyIS as hlgh as 99.8% 3700 246.200 | 444 202.827 | 21 43.373
for all three connections. This is because&ontrol always drives [[5100 363515 | 654 302.876 |21 60.639
the flow-controlled system to settle down to an equilibrium stg(€800 483.100 | 885 402.276 | 21 80.824
where there is no loss, and hence the retransmission-free is gu&2o_ Sgig%g }ggg gggf’lgg o ??'96;3 .
anteed. By contrast, for the nancontrolled scheme, the numbef 7555 837735 [ 1540 207111 131 135.624
of retransmission®V,.:»qns and loss ratey are 10 to 35 times as|[ 13600 056.639 | 1752 802.340 | 21 154.299
large as those im-controlled scheme for the three connections.15300 1077.165 1964 902.000 |21 175.165
Consequently, the link-transmission efficiency is much lower th#h?090 1197.559 2197 1002.133 21 195.426
that underq-cor]trol. For instancels’s n= 93.184%, i.e., about_ ;gzgg ﬁég:gge gggz ggg:ggg i gég:ggg
7% bandwidth is wasted for retransmissions. These observat:ﬁg@loo 1565.014 2850 1302.870 21 560.144
are expected since the retransmission-free (no losses) equilibrjeasoo 1680.73( 3061 1402.77( 21 277.960
of a-control minimizes the retransmission due to congestion%iggg gi’g-ﬁg gggg 128;-2}12 i g?g-g%g
TABLE | also shows that the-controlled scheme outperform 58500 0TT 020 57TE 702787 21 74735
the none-controlled scheme on the average throughptits.s 30600 2164.099 3949 1802.227 21 361.872
(sending end) and,.., (receiving end —goodpuj. The differ- [[32300 2277.014 4159 1902.887 21 374.127
ence(Rirans— Rrecy ) is also found much smaller far-controlled (134090 24104994378 ]| 2002664 21 407.835
scheme than that for nam-controlled scheme due to much less TABLE I

packet dropping (and hence much fewer retransmissions) of FILE-TRANSMISSIONTIME COMPARISON BETWEENx-CONTROLLED AND
control. NON-a-CONTROLLEDPROTOCOLS
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The second reason for the monotonic increas&pf T, > 0 is R(®) Rmax
that the average throughput of thecontrolled scheme is higher

|

[
than that of the nore-controlled scheme, as shown in the previous BW o T Runin
simulation results (see TABLE I). As a result, under the same net- | i oo i ! |
work conditions, thex-controlled protocol needs relatively much T Ta ;Tbini Tal T t
less time than the noa-controlled protocol to finish transferring ! i iQ N
a file of the same size, particularly when the file size gets large. Q(t) | r\“j% If Q. <Cmax

|

VIlI. CONCLUSION

We proposed and analyzed an efficient flow and error control
scheme for high-throughput transport protocols. We employ a
second-order rate-control scheme for flow control and decouples
it from error control. The second-order rate control minimizes
the packet losses and retransmissions by adjusting the rate-gain
parameter in response to the variations of cross-traffic flows and
their RTDs. Using NACK and selective retransmission, the error Fig. 13. Number of lost packets derivation Gase 1.
control scheme recovers the lost packets, only if needed. The sep- . )
aration of flow and error control enhances the throughput sire@ntrol cycle where, (¢2) is the time when the router starts (stops)
the source rate control is independent of the dynamics of errdfoPping packets. Sé; can be obtained by solving the bottleneck
control window. By fluid analysis, we modeled the packet-lo§iieue state equation Eq. (2) as follows:
behavior and derived the closed-form expressions for packet-loss ,
rate and link-transmission efficiency. The analytical results show _ [ _ _ e
that thea-control can drive the system state to an optimal equi- Qt) = /0 [B(v = Tf) — #ldv =€ = Crmea (18)
librium state, where the retransmission-free is guaranteed. The
simulation experiments verify the derived analytical results, améhere, to simplify the calculations, we shift the time-zero point
demonstrate the superior of thecontrolled scheme to other nonto to = 0 when R(¢ — Ty) reaches bandwidth capacity= BW.
a-controlled schemes in terms of loss/retransmission control, lifRepending upon the the rate-control parametargan be either

transmission efficiency, file-transmission time, throughput, agghajler (see Fig. 13), or larger (see Fig. 14), thag, éTq+Tb+

buffer-occupancy fairness. T . SinCeTy,,. isthe last moment ak(t) applying linear-control,
andt; is the time whenQ(t) hits £ = C,q4, for the first time,
REFERENCES the conditiong; < Tynee andt; > Trae Can be equivalently
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R(t) (I) In Transient State. The lineara-control function can be ex-

BW pressed by

. | pr+qrai(k); if BOCN(k—1,k)=(0,0),
ai(k +1) = { pp +gpai(k); if BCN (k) =1,

24
Q) (24)

Cmax We now derive the constraints to determine the control-function

coefficientspy, g1, pp, andgp to guarantee convergence to both
efficiency and fairness.

(1) Convergence to Efficiency.To ensurex;(k) converges to its
targetay,q;, the a-control must be a negative feedback at each
a-control cycle, i.e., itis requested that

{ ai(k+ 1) > aw(k); if BCN(k—1,k)=(0,0)

ap(k+ 1) < auy(k); if BCN(k) =1 (25)

Fig. 14. Number of lost packets derivation Case 2.

decrease will lead t@(¢) < ¢. By the definition ofZ; given in whereay(k +1) = 37 a(k + 1) andes (k) = 37, ai(k). By
Eq. (7), we obtaitt; = Trnae + Ta. Eq. (24), Eq. (25) reduces to "
During [t1, t2], R(¢) > p, and thus we can rewrit&(t) into

two terms: R(t) = p + (R(¢) — p). The first termp maintains gr > 1— #’_(k), Vrnandv 350 ai(k);
Q(t) = &, and the second ter(tR(¢) — 1) generates packet drops. = if BC’N(k_— 1,k) = (0,0)
Therefore, theacket-dropping ratés (R(t) — ). Then, the num- <1_ —npD Vnandv 3" a,~(k)' Toh
ber of lost packetg, within one rate-control cycle, can be obtained i iy ai(k)? . i=1"A D
by if BCN(k) = 1,

(26)

ta Trman+Ta
p= /t [R(t) — uldt = /t [R(t) — u] dt. (21) (2) Convergence to Fairness.Convergence ok (k) to fairness
’ ¢ can be expressed by

which is also divided into two cases as follows, becafge)

n 2
has different expressions, dependingor< 1aT?,, or & > . o Rl ea(k)T
%aT%am. klin;o d(a(k)) = kli)n;o n Y od(k) L 27
1 2 . H
C'ase 11t £ < 30Tm,,: B(t) consists of two parts, and thus (Se(laf’lugging linear-control function of(-, -) into the fairness index
Fig. 13) A
and defining = 2, we get
Tma.a:+Td q
N AR sate sy & iyer)p
Tman Ty (1-p) 4 nZ?:l af(k + 1)
= tdt Rogee VP —p)dt. (22 n
/ts atat [ (Rmaae ude (@) [+ gas(R)?
ny o [p+gai(k)]?
Reducing Eq. (22) yields the first part of Eq. (16). % _1£p k( )2]
Case 2.1f £ > 1aT?,,: R(t) has only one part, and thus (see = (%il[[eial((lz])iz’
Fig. 14) 2=l T
. = gla(k)) + [1 - ¢(a(k))
= [ 7 R -y at >y ol (k)
N O Jio ) T
¢ > i1 [0+ (k)]
Ty
= / (-R’mat;l:e_(l_ﬁ)Z - ,U,) dt and further,
0
te—Tmas . _ — _
- / (Rrase™0-0E — )t (29) dlalk+1) - d(a(k) = [125%5()2])
0 A <
o ] (28)
Simplifying Eq. (23) leads to the second part of Eq. (16). This [ >im1[0+ ai(k))?
completes the poof. O

Note that¢(a(k + 1)) — ¢(a(k)) in Eq. (28) is a monotonic-
B. Proof of Theorem 2 increasing function o# 2 E andg(a(k + 1)) > ¢(a(k)) iff

We prove this theorem by considering the transient state ghd 0. Thus, ifé > 0, fairness increaseg(a(k—+1)) > ¢(a(k));
equilibrium state, respectively. if # = 0, the fairness maintaingi(a(k + 1)) = ¢(a(k)). Since
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2 1 in a-increase phase afd2 22 in a-decrease phase, wewhich is the exactly what we proposed for thecontrol in the
. o . ;
get four possible cases as follows: transient state, 1.e.,

. ) . . | p+aqy(k); it BON(k — 1,k) = (0,0)

Lif 22> 0AZ >0, theng(a(k +1)) > ¢(.a(k)) in a;(k+1) = { ga(k); if BCN(k) = 1 (33)
botha-decrease and-increase

2.if 22 > 0AEL =0, theng(a(k +1)) > ¢(a(k))in  wherep; =p>0,¢r=1,pp =0,and0 < gp = ¢ < 1.
a-decrease and(a(k + 1)) = (1) In Equilibrium State. The lineara-control function is ex-
¢>(a(k)) INn a-INCrease pressed by

322 = 0AZ >0, theng(a(k + 1)) = ¢(a(k)) in
a-decrease andl(a(k + 1)) > asll+ 1) = ai(k);  if BCN(k—1,k)=(1,0), (34)
#(a(k)) in a-increase ¢ | qai(k);  if BON(k) =1,

4.if 22 =0AB =0, theng(a(k + 1)) = ¢(a(k)) in
botha-decrease and-increase  Sincepp = 0,pr = 0,gp = ¢ (0 < ¢ < 1), andgs = ; > 1, this

(29) control function belongs to cagein Eq. (29) wherd = 0. Thus,
the fairness is maintained as thecontrol enters the equilibrium

Eq. (29) implies that control-function coefficients, pr, gp, and State. Onthe otherhand, whep = 0 andp; = 0, the constraints
gr must all have the same signs if not zeroes. Combining Eq. (385 convergence to efficiency become:

with Eq. (24), we conclude that these four control-function coef-
ficients must be all positive if not zeroes, afy\dandgp must be
positive sincex;(k) V 4 are always positive numbers. The con
vergence condition given in Eq. (26) adds further constraints
gp such thad < ¢gp < 1. Thus, the constraints on the control
function coefficients, in terms of convergence to fairness and e
ciency, can be summarized as

constraint:{0 < gp < 1,¢7 > 1} (35)

which also satisfies Eq. (31) and Eq. (26). Thus, the convergence
Hflefficiency is also maintained for that connection. This com-
Ell_etes the proof. O

constraint:{0 < gp < 1,0 < ¢y,
(pDZO/\p1>0)V(pD>0/\p120)} (30)

which include case$, 2,and3 as described in Eq. (29).

Sincea-control is exercised on a per-connection basis, atid
source does not have any informationmitk), vV j # < and value
of n (a-control is a distributed algorithm), the convergence condi-
tion given in Eq. (26) cannot be explicitly used to further specify
the control-function coefficients. In the absence of such informa-
tion, each onnection must satisfy the negative feedback condition
as follows, which represents a stronger condition for convergence
to the efficiency:

ai(k +1) > ai(k) = pr + (a1 — 1)ai(k) > 0,V 4,
0

if BCN(k — 1, k) = (0, 0);
a;(k +1) < ai(k) = pp + (ap — L)es(k) <0,V 1,
if BCN (k) = 1;

(31)

Eq. (31) yields further constraints in determining control-function
coefficients. Sincégp — 1)a;(k) < 0 (due to Eq. (30)) may
have an arbitrarily small absolute value, the second inequality in
Eq. (31) requirepp = 0, which impliesp;y > 0 by Eq. (30)

for convergence to fairness im-increase. The first inequality

in Eq. (31) requiregy > 1 to ensurepr + (g5 — 1)ay(k) > 0

Vay(k) > 0. Sinced = EL (fairness increases only arincrease
phase) and(a(k + 1)) — ¢(a(k)) is an increasing function of

8, we letgy take its minimuny; = 1 which is theoptimalvalue

for the convergence to the fairness. Thus, we obtain the feasible
and optimal linear control function defined by the following con-
straints:

constraint:{0 < ¢p < 1,gr = 1,pp = 0,pr > 0}  (32)



